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Abstract

We develop an Ornstein—Zernike theory for the two-dimensional random-cluster
model with 1 < ¢ < 4 that also applies in its near-critical regime. In particular,
we prove an asymptotic formula for the two-point function which holds uniformly
for p < p. and blends the subcritical and near-critical behaviours of the model.

The analysis is carried out by studying the renewal properties of a subcritical
percolation cluster, at the scale of the correlation length. More precisely, we explore
sequentially the cluster in a given direction, by slices of thickness comparable to the
correlation length. We show that this exploration satisfies the properties of a killed
Markov renewal process — a class of processes that may be analysed independently
and have Brownian behaviour. In addition to the two-point function estimate, we
derive other consequences of the Ornstein—Zernike theory such as an invariance
principle for the rescaled cluster and the strict convexity of the inverse correlation
length — all at the scale of the correlation length, uniformly in p < pe.

Finally, our approach differs from that of earlier papers of Campanino, loffe, Ve-
lenik and others, with the cluster being dynamically explored rather than constructed
from its diamond decomposition.
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1 Introduction

Rigorous understanding of the correlation structure of random fields is one of the main
objectives of modern statistical mechanics. This article focuses on one of the most studied
such models: the so-called random-cluster measure (also known as FK-percolation).
The classical Ornstein-Zernike (OZ) formula describes the behaviour of the two-point
function G(z) := ¢p4[0 <> x] when z goes to infinity, where ¢, is the random-cluster
measure of parameters p and ¢, and p is such that the model is in its subcritical (or
disordered) phase. It quantifies the behaviour of G beyond its exponential decay and is
sharp when z tends to infinity.

The OZ asymptotic was first conjectured in two seminal works by Ornstein and
Zernike in 1914 [OZ14], and Zernike [Zer16]. Trying to correct a formula describing the
phenomenon of opalescence in a crystal, they provided a non-rigorous computation of
what would later become the OZ formula. The first rigorous implementation of this
reasoning is due to Abraham and Kunz [AK77] and Paes-Leme [PL78] in the context
of classical lattice gases theory, by means of a graphical representation of the partition
function. Soon after, the Ornstein—Zernike asymptotic was proved for a variety of models
in a perturbative regime, see [BF85, MZ96].

The next breakthrough consisted in a rigorous derivation of the Ornstein—Zernike
asymptotic in the whole regime of exponential decay of the correlation functions; this was
done in the case of the self-avoiding walk in the direction of an axis in [CC86] and later
on in any direction in [[0of98]. For percolation models, the case of Bernoulli percolation
was first treated for an axis direction in [CCC91] and later on in any direction in [CI02].
The case of subcritical Ising models was treated in [CIV03] via the random-line graphical
representation of the two-point function. Finally, the analysis was carried out for all the
subcritical random-cluster measures in [CIV08].

In recent developments, the theory has been extended to Ising models with long-range
interactions [AOV24], but was also shown to fail in some long-range Ising models, when
the coupling constants decay too slowly [AIOV21, AOV23].



All works cited above aim to understand correlations at a fixed, subcritical temperature.
In this article, we are interested in how the OZ formula behaves when the temperature
parameter (p in the random-cluster model) approaches its critical value. Our study is
limited to the random-cluster model on the two-dimensional square lattice Z?2, with ¢ €

[1,4) and p < pc(q) = 1-\(\6/51' The near-critical properties of the model were recently

studied in [DCM22].

Our main output is an asymptotic formula for the function x — G(z) uniformly both
in p and z, in the regime p < p. and ||z|| above the correlation length. When p = p,
and ¢ € [1, 4] the phase transition is known to be continuous [DCST17] and the function G
decays algebraically in ||z||. The main feature of our analysis is that it captures how the
two-point function switches from a disordered behaviour (characterised by its exponential
decay) to a near-critical behaviour (with the same algebraic decay as at criticality). To do
this, we needed to replace the arguments of [CIV08] relying on the finite energy property
by RSW-type constructions at the scale of the correlation length.

Besides this new result, another interest of the present paper is to revisit the approach
developed in [CIV08] and related papers. Indeed, while our argument uses key elements
of [CIV08], several differences may be highlighted. We circumvent the use of the “skeleton
calculus” and employ a direct exploration of the subcritical cluster in a given direction.
The argument also bypasses the perturbation theory used in [CIV08] to deduce the
strict convexity properties of the correlation length and of the associated Wulff shape.
Instead, we deduce these properties from rather standard large deviations estimates for
the associated random exploration.

Our argument is limited to the two-dimensional model as this is the only case where
the near-critical behaviour of the random-cluster model has been established. We believe
that the same strategy may be implemented in general dimension for fixed p < p., where
all RSW arguments may be replaced by finite-energy constructions, to reprove the results
of [CIVO08].

1.1 Definition of the model

In this section we briefly define the model, with some additional features deferred to
Section 2. We refer to the monographs [Gri06, DC20] for further background.

We slightly abuse notation by writing Z? = (Z?2, E(Z?)) for the two-dimensional
square lattice, with vertex set Z? and edges between vertices at Euclidean distance 1.
For G = (V(G), E(G)) a subgraph of Z2, the space of percolation configurations on G
is Q¢ := {0,1}#(©). For an edge e € E(G) and w € QF, we say that e is open if w(e) = 1
and closed otherwise. A percolation configuration will be identified both with the set
of its open edges as well as with the sub-graph of G with vertex set V(G) and edge-set
formed of the open edges of w. The connected components of w are called clusters.

The boundary G of G is the set of vertices of G incident to at least one edge
of E(Z*)\ E(G). A boundary condition 1 is a partition of OG; we say that the vertices
of OG that belong to the same component of n are wired together. To a boundary
condition 1 and a percolation configuration w € {0, 1}¥ (©) | associate the graph w" which



is obtained from w by identifying all the mutually wired vertices of 0G.

A percolation configuration ¢ on Z? induces certain boundary conditions on dG: two
vertices are wired together if they are connected in £ \ E(G). We shall make a slight
notational abuse by identifying the percolation configuration £ with the boundary condi-
tion it induces on G, and keeping the notation wé when ¢ is a percolation configuration
on Z?\ G. Two boundary conditions play a special role: the free boundary condition,
denoted by 0, in which no boundary vertices are wired together, and the wired boundary
condition, denoted by 1, in which all boundary vertices are wired together.

The random-cluster measure on a finite subgraph G of Z?, with boundary conditions 7
and parameters p € (0,1) and ¢ > 1 is defined as follows. For a percolation configuration w
on G write o(w) for number of open edges of w, and k(w") the number of clusters of w".

Set )
1 » o(w Y
Y - (£ k(W)
¢G,p,q [(U] Zg’nq (1 — p) q )

where Zg;% q is called the partition function of the model, and is the unique constant
guaranteeing that (;%p’ g isa probability measure.

Random-cluster measures may also be defined on the full graph Z? either through
the DLR formalism or by taking limits of measures on increasing finite subgraphs of Z2.
Due to monotonicity properties, it is classical that the free and wired measures qboG’p’ g
and ‘Z%',p,q admit limits as G increases to Z2. These will be denoted by gb%q and ¢11)7q,
respectively, and are instances of infinite-volume measures, which are invariant under
translations and ergodic.

It was proved in [BDC12] that the model exhibits a phase transition at the self-dual

parameter p.(q) = 1;/\%. That is, for any p < p.(q) (in the so-called subcritical regime),

there exists a unique infinite-volume measure (qﬁ%q = ¢;)7q) and all clusters are almost
surely finite under this measure. When p > p.(q), the infinite-volume measure is again
unique and contains almost surely a unique infinite cluster. The phase transition was
shown to be continuous for ¢ € [1,4] [DCST17], in the sense that there exists a unique
infinite-volume measure also at p = p.(¢). Additionally, strong RSW-type estimates were
established at criticality for these values of ¢ [DCST17, DCT20, DCMT21]. For g > 4, the
phase transition is discontinuous [DCGH 21, RS20], which is to say that ¢gc (@) #* ¢11)C (@
with the former having a subcritical behaviour and the latter a super-critical one.

As already mentioned, we are treating here the case of a continuous phase transition,
for which the correlation length diverges as p * p.. Furthermore, for reasons explained
in Remark 1.2, the case ¢ = 4 is excluded from our analysis.

Henceforth, when ¢ € [1,4) is fixed, we will omit it from the notation. As
the infinite-volume measure is unique for any p € [0, 1], we denote it by ¢,.

For the exposition of our results, we need to introduce two classical quantities in the
study of subcritical and near-critical random-cluster model. Fix ¢ € [1,4) and p < p..
The correlation length of the model is defined as the following limit, the existence of



which is based on super-multiplicativity arguments. For @ € R?\ {0}, set!
— . 1 i\ —1
&(0) = ( lim —7logdp[0 ¢ [nT]]) .

Write |.|| for the Euclidian norm on R? and let S = {# € R? : ||7]| = 1}. Notice that,
for any v # 0,

1911€p(9) = & (T/119]]),

so we will mostly consider the case @ € S'. The results of [BDC12] imply that when-
ever p < pe, &(7) > 0 for any 7 € St

For R > 0, let Ag := {—R,...,R}? and Ag(z) for its translate by x. Define the
critical one-arm probability at distance R as

m(R) = ¢2C[0 < OAR).

1.2 Results

We are now ready to state our main results. For positive quantities f, g we write f < ¢
to mean that there exists a constant C' > 0 such that f < Cg. The constants C' may
be chosen uniformly in certain parameters in the definitions of f and g which will be
explicitly stated — these will generally be p < p., n and ¢ below. Write f < g when f < g

and g < f. We will often use the expression uniformly in p < p. to mean uniformly

for p € [e,p.) for some ¢ > 0 fixed throughout the paper. The choice of ¢ is arbitrary,
but may affect the value of certain constants.

Theorem 1.1 (Ornstein—Zernike asymptotics at the scale of the correlation length).
Fiz q € [1,4). Then, uniformly in v € St, n > &,(¢¥) and p < p,

0p[0 ¢ [n7]] = 1 (&, ()%) 2D "B (1)

Compared to the classical OZ results of [CTV08], the advantage of our result is that it
is uniform in p. Indeed, for ¢ € [1,4), &,(0) — oo as p * p.. Previous results often employ
local surgeries based on finite energy at scales lower than &, (7). As such they do not apply
when &,(¥) diverges. Our approach blends the critical and subcritical behaviour, each

accounting for one of the terms in the right-hand side of (1): the term e_%(%)*l/2
is reminiscent of classical OZ-type formulas and is entirely a subcritical phenomenon,
while the term 7y (,(%))? appears due to the near-critical behaviour of the model. Finally,
when n < &,(7), the right-hand side may be replaced by 71(n)?, as proved in [DCM22].

Theorem 1.1 is a consequence of a more detailed description of the cluster of 0 when
conditioned to be connected to a half-plane at a distance n in the direction w, dual to v}
see Theorem 3.2 below. We would like to emphasise that Theorem 3.2 also has other

consequences, such as:

!|n¥| denotes the vertex of Z? which is the closest to n@. In case of equality, we arbitrarily choose
the top-left most one.



e Corollary 4.2 which states that the probability for O to be connected to the half-
space {(x,w) > n} is uniformly comparable to m;(£,(w)) times a pure exponential

of /&, (i0).

e Theorem 4.9 which states that the inverse correlation length &, is strictly convex in
terms of the direction, as is its convex dual, known as the Wulff shape.

e Theorem 4.10 which establishes an invariance principle for the cluster of 0 when
conditioned to be connected to [n¥] or to a half-plane.

Contrary to previous approaches, Theorem 3.2 provides all these consequences simultane-
ously.

Remark 1.2. We conclude this introduction by discussing the requirement that ¢ € [1,4).
When ¢ > 4, it has been shown in [DCGH21] that the correlation length is uniformly
bounded in the whole subcritical regime and that the phase transition is of first order.
Thus, a OZ result valid uniformly for p < p. would also hold for the free measure at p..
At the critical point, interfaces between the free and wired phases are expected to have
random-walk behaviour, while primal clusters under the free measure, when conditioned
to hit a far-away half-space, resemble the space between two random walks conditioned
not to intersect — the upcoming paper [DGO25] aims to prove this. This behaviour is
inconsistent with the OZ behaviour of Theorem 1.1; see also [D’A24, Corollary 1.8] for a
more detailed discussion of the asymptotics of the two-point function in this case.

For g = 4, the correlation length does diverge as p * p., as for ¢ < 4. However,
contrary to the case ¢ < 4, we expect that the ratio between the typical width of a long
cluster and the correlation length diverges as p * p., possibly logarithmically. The core
difference between the cases ¢ < 4 and ¢ = 4 is that for ¢ < 4 the RSW theory crossing
estimate holds up to the boundary, with adverse boundary conditions. This is ultimately
reflected in Lemma 2.1, which we do not believe holds for ¢ = 4; see Section 2 for details.

That being said, our strategy may be used for any ¢ > 1 and p < p. (and even any
dimension d > 2) to obtain OZ results which are uniform in n and ¥, but not in p < p.
Thus, the present paper offers an alternative approach to the theory of [CIV08].

1.3 Overview of the proof

Fix some @ € S!. We aim to describe the cluster of the origin, conditioned to hit a distant
half-plane in the direction w. The idea is to slice the plane with lines orthogonal to
placed at regular intervals of length comparable to &,(@). We call these lines hyperplanes,
as they should have co-dimension 1 in the more general d-dimensional setting. For
simplicity of exposition, imagine that @ = e; is the horizontal unit vector. This is not
limiting, as the symmetries of the lattice are never used.

The cluster of 0 is then explored from left to right in a Markovian way: explore
the connected component in the half-space left of the k" hyperplane and write X}, its
highest point on the hyperplane?’. When no such intersection exists, write X = t and

2The choice of X} as highest on the hyperplane is arbitrary. Any choice determined by the explored
cluster should have the same properties



say that Xy dies. We will show that the process (Xj)r has a certain renewal structure,
even when conditioned on surviving for n steps. As such, the process is decomposed
into irreducible pieces and behaves essentially as a random walk, with all consequences
following by standard tools.

The ideas are similar to the previous works such as [CIV08], but we believe are
rephrased in a novel way. The decomposition of the cluster in irreducible pieces, and its
random walk interpretation, appeared already in these works. However, the present work
does not use the “diamond decomposition” and explores the cluster in a dynamical way,
that is less dependent on the point it ultimately reaches.

Acknowledgements The authors are grateful to Sébastien Ott for helpful discussions
and insights into the Ornstein—Zernike theory. This work was partially supported by the
Swiss National Science Foundation.

2 Background on the random-cluster model

In this section we provide some more elements from the standard theory of the random-
cluster model, which readers familiar with the model may skip. We also review some recent
results of [DCM22] about the near-critical regime of the two-dimensional random-cluster
model. Fix ¢ > 1 for the whole section.

2.1 Standard properties of the random-cluster model

Monotonicity properties. The set of percolation configurations on Z? is equipped
with the partial order defined by w < ' if for any e € E(Z?), w(e) < w'(e). An event A
is said to be increasing if for any two percolation configurations w < W', w € A = ' € A.
Set ¢ > 1, p € [0,1] and G a finite subgraph of Z2. The FKG inequality asserts that for
any increasing events A, B, and any boundary condition n on G,

% [ANB] > ¢% A7 [B]. (FKG)

The random-cluster measure also possesses the following monotonicity property.
If ¢ < ¢ are boundary conditions on G (which is to say that &’ is a coarser partition than
€), then for any increasing event A,

0% plA] < 07, A]. (MON)

Both properties above extend to infinite-volume limits.

Domain Markov property. Let G be finite some subgraph of Z?. Fix ¢ > 1 and p €
(0,1). Let G’ = (V', E') be a subgraph of G. Then for any boundary condition n on G,
any percolation configuration & € {0, 1}#\¢",

ngp['G/\ WE\E' = £l = ¢§,p[-],



where £" is the boundary condition induced on the complement of G’ by £ together with
the boundary condition 7.

Duality. Consider the dual graph (Z2)* with vertex set V(Z?) + (1/2,1/2) and edge
set {i+(1/2),j+(1/2)}, for i, j such that {i, j} € F(Z?). To any percolation configuration
on Z? we associate its dual configuration, defined on the graph (Z?)* by setting w*(e) =
1 — w(e*), where e* is the unique edge of (Z?)* that crosses e. It is classical that
when w ~ ¢2 then w* ~ <Z>11,*, where p and p* are linked by the following duality relation:

pp* =q(1—p)(1—p*).

V4
1+v/9
critical parameter p. as first proved in [BDC12].

Note that the value pyq := is the unique solution of p = p*, and coincides with the

2.2 Near-critical theory

The near-critical regime of the random-cluster model is the set of parameters n and p for
which n is sufficiently small — or p sufficiently close to p. — so that the system behaves
almost critically at scale n. It is expected, and is indeed the case for the two-dimensional
random-cluster model, that the system behaves roughly critically in the near-critical
regime, and sub- or super-critically outside of it.

The rigorous understanding of the near-critical regime of percolation models in two
dimensions started with Kesten’s seminal work on Bernoulli percolation [Kes87]. Kesten’s
results were adapted to the random-cluster model on Z? with ¢ € [1,4] in [DCM22]. Here
we will mention only the consequences of these works that are relevant to us.

For ¢ > 1 fixed and p < p., define the characteristic length

L(p) = inf {n > 0: ¢p[Cross(Ay,)] ¢ [6,1 — 5]},

where Cross(A,,) is the event that A, contains an open path between its left and right
sides, and § > 0 is some small fixed quantity.
It was proved in [DCM?22] that, for any o € S,

L(p) = &(7) (2)

uniformly in p < p,, for ¢ € [1,4]. Moreover, L(p) — o0 as p ™ pc.

The equivalence (2) also holds for ¢ > 4, but only because both L(p) and &,(¥) are
uniformly bounded away from 0 and oc.

Henceforth we will use L(p) rather than &,(¥) to designate a quantity of the order of
the correlation length, for instance when referring to the interspacing of the hyperplanes
used to define the process (Xy),. We do so to emphasise that its use is not related to
the direction ¥ and is only important up to a bounded multiplicative constant.

Fix w € S; for all practical purposes, think of @ as the unit vector in the horizontal
direction. Define the half-spaces

Y, ={reR?: (z,w) <tL(p)} and HY, ={zeR?:(z,w) >tL(p)}



Call OHYE, = OHY, = {x € R?: (,%) =t L(p)} a hyperplane and set H%, = HZ, \ OHZ,.
In the following we will use an arbitrary integer approximation of these objects, which
we do not detail. We will mostly work with @ fixed, and will omit it from the notation
whenever no ambiguity is possible.

A particular consequence of the discussion above is the following bound on the speed
of exponential decay. The particular form of the statement below is due to its specific
use in our proofs. A potential past is any connected set of edges A C H<o. Write O<gA
for all edges adjacent to A, contained in H<o.

Lemma 2.1. Fiz q € [1,4). There exists a constant ¢ > 0 such that the following holds.
For any p < p., any n > L(p) and any potential past A,

qb}\n [AL(,p) PN, |w=1o0nA andw=0 on d<gA] < e~/ L), (3)

The novelty in the statement above is the conditioning on the edges in A and 0<pA4;
indeed the result for the unconditioned measure is a simple consequence of [DCM22].
Note that the connection in (3) needs to occur outside of A. Thus, it would be tempting
to assume that the probability in (3) decreases with A, but the potential boundary
conditions A induces may actually increase the probability of the connection. Indeed, if
we set D = A, \ (AUJ<pA), we work above in the measure ¢§D, where £ are the boundary
conditions on D that are wired the endpoints of edges of A on OH<(, wired on JA,,, but
free on the endpoints of d<pA.

Finally, the assumption ¢ < 4 is important for the above. For ¢ > 4 the result is
known to fail, and is expected to fail for ¢ = 4. In the latter case, if A = H<g, the cluster
of the origin may “creep along” 9H<¢ at a slightly smaller cost than if A = (.

We turn our attention to scales below the characteristic length, called the critical
window. It was proved in [DCM22, Thm. 2.1] that the RSW property still holds in this
regime. Let Circ(r, R) be the event that Ag contains an open circuit surrounding A,.
Write Circ*(r, R) for the event that the dual configuration contains such a circuit, which
for the primal model translates to A, not being connected to dAg.

Proposition 2.2 (RSW in the critical window). Fiz g € [1,4]. There exists ¢ > 0 such
that for any p < p. and n < L(p) and any boundary condition & on Mgy,

c < ¢§\2n7p[Circ(n, ) <l—-c and c< (bi Circ*(n,2n)] <1 -—c. (RSW)

2n 7p[

Finally, the most significant contribution of [DCM22] was to prove the stability of
the arm event probabilities in the near-critical regime.

Theorem 2.3. Fizx q € [1,4]. Then
33,,pl0 ¢ OAR] < T (R), (4)
uniformly in p < p., R < L(p) and any boundary conditions & on OAag

We finish the section with the proof of Lemma 2.1. This is a relatively standard
consequence of the exponential decay above L(p) [DCM22, Prop. 2.13|, but the authors
are unaware of a specific reference. We will omit some details in the proof below.



Proof of Lemma 2.1. Fix q € [1,4) and p < p.; write L = L(p). Constants below are
independent of p. Figure 1 contains helpful illustrations for the proof.

Before we start, we mention that it is an immediate consequence of [DCM22, Prop.
2.13] that, for all n > L,

¢}\2n [An < Agn] S e—cn/L7 (5)

for some universal constant ¢ > 0. In particular, this implies (3) for A = 0.

We turn to the general proof. For A a potential past set Past(A) for the event that
all edges of A are open, but all those of d<¢A are closed. Also, write A* for all edges
dual to edges of A or 0<pA.

For k > 1, set®

we=inf ¢}, [Apn-ap(~2571L,0) S0 Ny (2571, 0) | Past(A)],
where the infimum is over all potential pasts A. We will start by proving that there
exists some universal constant ¢; > 0 such that, for any k£ > 1,

up >1—e 2" (6)
We do this by proving that u; is bounded away from 0 uniformly in p and that
w2 (L= e %2 (1= (1 - w)?) (7)

for all £ > 1, where ¢y > 0 is a universal constant.

To prove the bound on wy, consider a potential past A. If AN Asp has a diameter
smaller than L, there exists a rectangle of width L/2 and length 2L connecting the boxes
Apjo(—L,0) to Apo(L,0). Using (RSW), we prove that the two boxes are connected in
w* with uniformly positive probability. If A N Aoy, has a diameter larger than L, there
exists tubes of length at most 4L and width at most L/2 that connect Ay /o(—L,0) and
Ap2(L,0) to A. Then?, applying [DCMT21, Thm.7], we find

Oh,, [A1j2(—L,0) <55 A* | Past(A)] = 1 and ¢}, [Ao(L,0) <55 A* | Past(4)] > 1.
Applying (FKG), we conclude that, in all cases,
wXUA*
0%, [ALj2(—L,0) <2 Apjn(L,0) | Past(4)] > 1.

We turn to the recurrence relation (7). Fix k£ > 1 and A a potential past. Write
N = 2¥L. Consider the two non-overlapping vertical translates of Ay by (0, —N)
and (0, N), respectively, and the corresponding translates H, and H_ of the events in
the definition of wuy:

(W*UA*)NA N (

04N
Ha = {Anja(~N/2,£N) b Ayja(N/2,£N) ).

3Recall that A,(a,b) is the translate of A, by the vector (a,b) € R?.
Tt is essential here that ¢ < 4; this estimate is expected to fail at ¢ = 4.

10



Aon Agraig,

Y
[
o

7
.
o

Figure 1: Left: in the proof of (7) we consider two translates H; and H_ of the event in
ug, one in the upper half-plane, one in the lower one. Here the red path ensures that H
occurs. The blue paths (also part of w* U A*) produce the events By, and Br. When at
least one of Hy and H_ occur, and both By and Bp, then the two horizontal translates
of Ay connect to each-other. Right: To produce a path separating Agry, from OAgri1p,
it suffices for two vertical translates of the events in u;_1 to occur, and for the blue
paths to occur in w* U A*. As for By, and Bp, the latter occur with exponentially high
probability in 2F.

See Figure 1, left diagram.
Under qb}\m[. | Past(A)], that the events H; and H_ occur may be bounded by
independent Bernoulli variables of parameter uy. Thus,

Ghoy [H1 U H_ | Past(A)] >1— (1 —w)™

Now, let Br be the event that, in w* N Aoy N Hso, there exists a circuit around
An/4(N/2, N), contained in Ay /9(N/2, N), connected to a circuit around Ay /4(N/2, —N),
contained in Apy/2(N/2,—N). Then, by (FKG) and (5),

¢A2N [BR ‘ PaSt(A)] 2 QZ)}\QNQHEU [BR] >1- e—c02’€'

for some universal positive constant cg > 0.

Similarly, define By, be the event that, in (w* U A*) N Ay N H<, there exists a
circuit surrounding Ay/4(—N/2, N), contained in Ap/o(—N/2, N), connected to a circuit
surrounding Apy/4(—N/2,—N), contained in Ay/o(—=N/2,—N). Due to (MON), when
sampled according to ¢}\2N [. | Past(A)], w* U A* in H<o dominates the dual configuration
sampled according to ¢/1\2NHH<0' As such

gb[leN [BL ‘ PaSt(A)] 2 qb}\QNﬁHSO [BL] >1-— G_COQk.
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Notice that, when B, and Br and at least one of Hy or H_ occur, Ay/2(—N,0) is
connected to Ay /2(N,0) in w* U A*. By (FKG) we conclude that

w*UA*
Dhon [An/2(=N,0) Tl An/2(N,0) | Past(A)]
> G,y [(He UH_) 0 By 0 B | Past(4)] > (1— e % )2(1 = (1 - uy)?). (8)
This concludes the proof of (7). Finally, the lower bound on u; and (7) readily imply (6).
We turn to proving (3). Let k = |logy(n/L(p)| — 1. It suffices to consider the cases

k > 2; (RSW) allow us to extend (3) to smaller values of n by potentially altering the
constant. Then

¢11Xn [AL > OA, | Past(A)] <1-— ¢}\2k+1L [w* U A* has circuit around Ay, | Past(A)[9)

The event in the right-hand side above may be constructed by two instances of the events
in the definition of uy_; (translated by (0,3 -2*"1L) and (0, —3 - 2*"1L), respectively)
and a series of connection events relating only to the left and right half-planes. Rather
than defining these precisely, we direct the reader to Figure 1, right diagram, and to the
explanation behind (8), which prove that

qbfl\ngL [w* U A* has circuit around Ay, | Past(A4)] > (1 — 67622k)2ui_1.

Combining the above with (6) and inserting the result in (9) we obtain (3) with a constant
¢ > 0 that is independent of p and A. O

3 Exploring the cluster as a Markov renewal process

The key idea of our approach is to show that the subcritical cluster of the origin admits
what we call a “killed renewal structure”, and that the renewal structure persists even
when conditioned to hit a far-away half-plane. We start by defining a class of processes
which will have a killed random-walk like behaviour.

Definition 3.1. A stochastic process (X, Y;);>1 € (RU{t} x {0,1})N is called a killed
Markov renewal process (KMRP in short) with respect to some filtration (F3)sen if

o It is adapted to (F;)sen;
o If Xt = 1', then Y}/ =0 and Xt+1 = T,

o If we set Ty = 0 and T} = inf{t > Ty : Y} = 1}, then, for any k£ > 1, the
process (X¢171, — X1, Y47, )ten conditionally on Fr, and X7, # t has a fixed
law L.

We say that the process has exponential tails if there exists ¢ > 0 such that, for all k, j,n >
L

]P’[XnJer #tand Tpa1 — T > n ‘ Fr., T < oo] < exp(—cn) and (10)
P[X1,4; # 1 and | X7, 45 — X1,| > n| Fp,, Ti, < oo] < exp(—cn/j). (11)
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Moreover, for the initial step, for any j,n > 1,

P[Xn #tand Ty > n ‘ Xy # ﬂ <e and (12)
P[X; # 1 and |X;| > n| Xy # 1] < e i (13)

We say that the model exhibits a mass-gap ¢ > 0 if the above displays also hold under
the additional conditioning X7, 1 ny # T for any N > 1.

Finally, we call the process aperiodic if the greatest common divisor of the support of
the increment T — T} is one.

For such a process and £ > 1, call the laws of X7, +1 — X1y, and T 11 — T}, conditionally
on T # oo the X-step and the T-step (or vertical and horizontal steps, respectively).
Notice that these only depend on the law £ mentioned above, and therefore do not
depend on k. Define the X-step mean and variance as

ux = E[XTkJrl — XTk ‘Tk—i-l < OO] and ox := Var[XTkH — XTk |Tk+1 < OO]
and the killing rate as
k= P[Tpy1 = oo | T} < 0.

We will now describe how such general processes are related to the cluster of 0 under
different conditionings.

Fix @ € S'. For all practical purposes, think of 1 as the unit vector in the horizontal
direction, pointing to the right; this is only so that the vocabulary and illustrations
below make sense, but has no bearing on the arguments. Recall the definitions of the
half-spaces Hgt and ”Hg’t; the dependence on w will be omitted whenever possible.

Write C for the cluster of 0 and C<; for the cluster of 0 in w N H<;. Note that this is
contained in, but not always equal to CN"H<;. For any t € Z, set

X; = max{hER:tL(p)-lﬁ—Fh-lULGcgt}a (14)

where W € S! is a unit vector orthogonal to 1 (the direction of = is irrelevant for now;
think of it as pointing upwards). If the set above is empty, which is to say that C does
not intersect H>¢, set Xy = . Thus X; is the “highest” coordinate of the intersection
of C<; with OH <.

The main objective of this section is the following result.

Theorem 3.2. Fiz q € [1,4), p < p. and @ € S'; sample C according to ¢p and
define (X¢)i>0 as above. There exists an enlarged probability space supporting a random
process Yy such that (Xy/L(p),Y:) is an aperiodic killed renewal Markov process with
a mass-gap, killing rate and X -step variance, all bounded away from 0 uniformly in p
and wW. Moreover, the killing rate is also bounded uniformly away from 1.

Finally, the initial step survival rate satisfies

Pp[ X1 # 1] = ¢p[Th < 00] < mi(L(p)), (15)

uniformly in p and 0.
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Remark 3.3. By the construction below, we will ensure that, for all renewal times
Ty, the cluster C>7, := C\ C<qy after T} is contained in a cone of fixed aperture and
apex (L(T} — 1), X7,). Since the inter-renewal times have exponential tails, this cone-
containment property ensures that the full cluster remains close to the linear interpolation
of the points (Lt, X¢)¢>o0.

Theorem 3.2 suffices to prove Theorem 1.1, as well as a large number of other
properties of subcritical clusters. We chose to formulate it using the concept of KMRP
S0 as to separate the model-dependent part of the argument from the generic analysis of
a class of processes with random-walk behaviour. The latter is contained in Section 4.
While the formalism is new in this context, we do not claim the theorem to be entirely
original. Indeed, the only formal novelty compared to [CTV08] is the uniformity in p < p,.

We mentioned uniform lower bounds on ox, but no upper bounds, as the uniform
exponential tails induce uniform upper bounds on ox, ux. Note that we do not claim
that px = 0. This is the case when / is aligned to the coordinate axis due to symmetry,
but is not generally true. As such, under the conditioning on {X,, # t}, the cluster
does not “aim” for the point nw, but rather for a point nv for some ¢ depending on w
(with (¢, @) = 1). The relation between @ and ¢’ will yield the strict convexity of the
Waulff shape and ultimately will prove how w needs to be chosen to deduce Theorem 1.1
for some direction ¥ — see Section 4.4 for details.

The proof of Theorem 3.2 relies on a geometric analysis of C under the survival
event { Xy # 7}. The analysis is performed at a scale L(p), in particular showing that
there exists a density of “times” at which the cluster is confined to boxes of size L(p).
Those boxes play the role of “pre-renewal times”; indeed, it will be shown that at each
pre-renewal time, there is a uniformly positive probability that the “future” cluster is
sampled independently from its past, thus generating an actual renewal. The pre-renewal
times play a similar role to the cone points in [CIV08].

Remark 3.4. Any KMRP with exponential tails and a mass-gap has a pure exponential
rate of survival

P[Xn # 1] < exp(=n/(),

as will be proved in Section 4. In our context, ¢ = ((p, &) depends on p and & but is
uniformly bounded away from 0 and oco. The constants in =< above are not uniform in p;
they will be shown to be of order 71 (L(p)) and are due to the requirement of survival
up to the first renewal time. Finally, the mass-gap states that the exponential rate of
survival with no renewals is strictly smaller than (.

Remark 3.5. Theorem 3.2 provides a rigorous construction of “the infinite cluster
conditioned to survive in the direction w”. Indeed, it is a general property of KMRPs
with a mass-gap that the distribution of Tjy; — T}, under the measure P[-| Frp,, Tj <
00, X, # T| converges as n — oo to a measure fully supported on N*, with exponential tail.
Remark 4.3 allows to identify this distribution as an exponential tilt of the distribution
of Ti+1 — T} conditioned on 17 < oo.
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The same type of convergence applies to the law of (X7, 11 — X7,,..., X1, — X713,),
with the limit being supported on finite sequences. If we call L eq this limiting law, we
may construct an infinite sequence (X;) by concatenating i.i.d. samples from Li;eq. An
infinite cluster may also be constructed in a similar way, by sampling i.i.d. pieces of
cluster D, — see the proof of Theorem 3.2 for the exact definition of Dy — according
to a similar limiting law. Its statistics (for instance the mean value or variance of the
T-step) are different from the ones of £ conditioned to survive for only one step, as Lired
is an exponential tilt of L.

Remark 3.6. For KMRP with exponential tails but no mass-gap a condensation phe-
nomenon can occur, in which the process survives by making a very large step of linear
order rather than many small steps of constant order. This was discussed in the context
of long range Ising models in [AIOV21, AOV23].

The rest of the section is dedicated to proving Theorem 3.2. For the rest of the
section, ¢ € [1,4) and p < p, are fixed and we omit them from notation. A direction @ € S*
is also fixed and omitted from notation. For simplicity, we will assume w to be the
horizontal unit vector (1,0). Unless otherwise stated, constants and equivalences below
will be uniform in p and ; they will be referred to as universal.

3.1 Cone-connections

For a > 0, define the cone in direction @ with aperture 2 arctan « as
Vo= {2 €R?: |(2,wW")| < alz, @)}

Also set 0), to be the set of vertices in ), that have at least one neighbour outside ),.
Recall the notion of potential past A and the event Past(A) that requires that the
edges of A are all open, while those of O<gA are closed.

Proposition 3.7 (Connections in cones). There exist constants o, ¢ > 0 such that for
any k,n > 1, and any potential past A,

O[AL <+ (Vo — (KL,0))°| AL <> H>y, and Past(A)] < e, (16)

The above states that, when long connections in the direction @ occur, the whole
connecting cluster is contained in a cone with high probability. Note that the aperture of
the cone is fixed, and is not claimed to be arbitrarily small. Indeed, Proposition 3.7 may
ultimately be shown to hold for any « > 0, but only after proving the strict convexity of
the Wulff shape. For now, it suffices to consider a fixed, large a.

Before proving Proposition 3.7, we formulate a useful mixing property. The proof is
surprisingly intricate, but follows the argument of [DCM?22, Prop. 2.9].

Lemma 3.8. For any o > 0 and events A and B depending on the edges of H<o
and Yo N H>1, respectively,
¢[AN B] = ¢[A]¢[B], (17)
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where the constants in < depend on a but not on p, A or B.
Moreover, there exists ¢ > 0 such that, for any A as above and B depending only on
edges in Yo + (KL, 0) for some k > 1

¢[AN B
¢[Alo[B]

Note that the events A and B are not assumed to be increasing or decreasing. This
is why the proof below is more complicated than one might expect.

— 1| <e . (18)

Proof. Fix a > 0. We will focus on proving (17); the proof of (18) is explained at the
end.

Write D = Yo, N H21/2 and & = YV, N H>1. We first prove that there exists a
constant 17 < 1 depending on « but not on p, such that

$p\e[0D €] <7 and %20\@ [0H >0 +» D] <. (19)

We focus on the second inequality and we write S for the set of vertices in H>o \ D that
are at equal L*°-distance from 0H>¢ and D (up to an error of 1). Batch the points in S
according to their distance to D: a batch S for k£ > 0 is the set of points © € S such that

k < dist(z,D) < (k+1)L.

For the second event in (19) to occur, at least one of the batches Sy needs to be connected
to D — see Figure 2. For k large enough, we have

Proo\plSk ¢ DI < 208, [ALje, ¢+ OAeypr] < e™0F,

for some universal constant ¢; > 0. The final inequality is due to (3).
Summing over k > Ky we find

¢’1HZO\’D [Ek 2 KO : Sk <> D] S CO Z e_COk S %7
k>Ko

provided that Kj is a large constant, which may depend on «, but not on L. We may
now use (RSW) to deduce the second inequality in (19). The first inequality is proved in
the same way.

With (19) in hand, the rest of the proof follows that of [DCM22, Prop. 2.9]. Fix an
event B depending on the edges in £ and ¢ a boundary condition on 0H>¢. We will show
that

(1) (Bl < 65, [B) < (1— )~ 6%, [B. (20)

We start off by proving that, for any set of edges Q2 with D C 2 C H>o and any
boundary conditions £ on 0f2,

$QB] > (1 — 1) ¢4 [B). (21)
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Figure 2: Left: the dotted line represents the points at equal distance from D and 0H>0;
the solid black lines represent wired boundary conditions. The blue segment is the top
half of a batch Si. For it to be connected to D, the annulus surrounding it should be
crossed, which occurs with an exponentially small probability in k. For small values of k,
use (RSW) to complete the dual path separating OH>o form D.

Right: For the second part of the argument, consider a domain {2 containing D and
prove that the probability of B with arbitrary boundary conditions on €2 is not much
larger than that with free boundary conditions — we use here the first estimate of (19).
One bound of (20) follows directly. The opposite bound is proved by considering 2 to
be the complement of the cluster of OH>p and using the second bound of (19) to show
that D C Q) with positive probability.

See Figure 2, right-diagram, for an illustration. Indeed, consider the increasing coupling
P between w ~ ¢ and w’ ~ gbg obtained by revealing first the cluster of 92 in w’, then
the rest of the configurations. For details about this type of coupling see [DCM22]; the
important feature to keep in mind here is that w = w’ for all edges not connected to 9
in w’. Then

¢5[B] — ¢%[B] < Plw # ' on € and o' € B]
< P[(?Q &5 and W' € B]
< G [0D = €] - 65, B]
< n- #518l, (22)
where the third inequality is obtained by observing that
60,2 < £|B] < ¢ [0D > €],

and the last is due to the first bound in (19). The above immediately implies (21). We
insist here that B is not assumed increasing and that the argument works because in the
second line of (22), the event depends only on «’. This is why the same reasoning may
not be used to prove an opposite bound.
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Applying (21) to = H>(o we obtain the upper bound in (20). Another consequence
of the above is that for all sets €2 with D C 2 C H>,

¢Q[B] > (1 —n) ¢9,.0[B), (23)
since the probability on the right-hand side above is an average of quantities of the
form gbg [B].

We turn to the second bound in (21). Sample w from ¢§i>o and let C be the cluster
of 0H>o. Then

0.1 B] qum | $5..,[H0\ C =11,

where the sum is over all sets of edges 2 containing D. Using (23), we conclude that

syl Bl = (1= 1) &9, o[B] &5 [Hz0 = D] = (1 —0)*¢}_o[B],

with the second inequality following from (19). This proves the second inequality in (20).
Finally, note that (20) implies that, for any event A depending only on edges in H<,

(1 _ 77)4 < ¢p[B|A]
T ¢plB]
which yields the desired result.

To prove (18) follow the same lines, but observe that < e~* for some ¢ > 0, which
implies the result. ]

<(1-m)72

We are finally ready for the proof of Proposition 3.7.

Proof of Proposition 3.7. The proof is complicated by the fact that we consider a general
potential past A and work in A°. We start with the simpler® case of A = H<p, which is
to say that we work under ¢%{>0. We will then explain how to deduce the general case.

We start by explaining how to choose a. First notice that due to direct (RSW)
constructions, we have that for any £ > 0

Pie [AL ¢ AL(LL,0)] = exp (= Col), (24)

for some universal constant Cyp > 0. Let ¢ > 0 be the constant given by (3) and
set a = 2Cy/c.
Fix k and n. All constants below are allowed to depend on «, but not on p, k or n.

Case 1: measure in the half-space. Consider the cones
Vout = Vo — (]{L,O) and Vi, = ya/Q - (kL/Qa 0)7

see Figure 3, left diagram. To bound the probability in (16), we will distinguish two
scenarios:

5The important feature here is that ¢%_¢> , is invariant under vertical translations; the same proof also
applies to ¢%> , and the infinite volume measure ¢. When dH>o is not aligned to the axis of the lattice,

the measure is not exactly translationally invariant, but dominates any vertical translate of ¢%{>7 ,» which
suffices. =
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(1.a) either Ay, is connected to H>, inside Vin, but is also connected to VS,

(1.b) or Ayp is connected to H>y, but not inside in Vi,.

Write S, and Sy for the two events above. We will bound their probabilities un-
der ¢%{>0[.\AL < H>y| separately.

(1.a) To bound the probability of S, we condition on the configuration inside of Vi,.
If S, occurs, then there exists a point z € 0)qy¢ that is connected to Vin. Applying the
same argument of summation by batches as used for (19) we conclude that

(b%'lzo [Sa ‘ W = wp on yin] < Ce~k (25)

for universal constants ¢, C' > 0 and any wg on ), containing a connection between Aj,
and H>,. Now,

¢1,120[Sa |AL <> H>n) = Z QS%_LZO [Sa |w =wp on Vi gb%_lzo[w =wo on Yin | AL > H>nl,

wo

where the sum is over all wp containing a connection between Ay, and H>,. Injecting (25)
into the above we conclude that

Qb’}-[zo [Sa ‘ AL ¢ Hopl < Ce=k,

(1.b) To bound the probability of S, under the conditional measure, we will directly
compare ¢%{>0[Sb] to ¢%-L>0[AL “ Honl.

For z € L - (N x Z), write Y(x) for the horizontal translate of ), /2 Wwhose boundary
passes through z. Let B, be the event that Ar(z) is connected to both Az and H>y,
inside )(x), but that these two connections are produced by disjoint clusters of w N
Y(z)NAL(z)¢. By considering the right-most translate of ), /o that contains a connection
between Ay and Hs>,, we conclude that if S, occurs, then there exists at least one
x € L-(NxZ)\ Vin for which B, occurs. See Figure 3, middle diagram.

We will bound the probability of each event B, with x as above. Fix one such
x = (z1,22) and assume xg > 0; the case z9 < 0 is identical. Note that B, is measurable
in terms of the configuration inside ) (z). By the same argument as in the proof of
Lemma 3.8, conditionally on B, (or more generally on any event in Y(x)), Ar(x) is
connected to infinity by a dual path in Y(x)¢ with positive probability. By performing
an additional surgery inside Az (x) using (RSW) and doing a similar argument in the
lower half-plane (after exploring all the clusters of Az (x) in Y(x)), we conclude that

¢’1H>0 [Bﬂf] N ¢%—t>o [AL@) connected in Y(z) to Ay, and to H>, by disjoint clusters]
Y(z) Y(z)
< By [ (@) S Ar] 8l [An(2) &5 M), 26)

The second inequality is due to (MON) and requires conditioning on the cluster producing
one of the connections and bounding the probability of the other connection.
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Figure 3: Left: The occurence of S, conditionally on Ay, <+ H>, induces an “unforced”
connection between Vi, and Y¢S, which has an exponential cost in k. Middle: To bound
Sy, consider the right-most translate of )i, that contains a connection between Aj, and
H>p. Its boundary intersects a “pivotal” box Ap(x), that is a box that is connected to
Ar and H>, inside Y(x) by distinct clusters. Right: When working with an arbitrary
potential past A, the connection between Aj and H>, may use the left half-plane.
Nevertheless, there exists a vertical translate of Ay, that is connected to H>,, inside H>o.
We will consider the closest such translate to 0.

We now bound each term in the right-hand side of (26). First, by vertical translation,

Y(x
ot [An@) &5 Hon] < 8 [Ar(21,0)  Ha.
Moreover,

Prsy (AL 22, Ap(z)] < 9, [Ar 2@, Ap(z)]
< exp (—c(z1 +a2)/L)
< exp (— Cox1/L — §(z1 + x2)/L)
< 94 [0 Ap(ar,0)] exp (— §ll2]l/L),

where c is a universal constant and Cp is given by (24). The first inequality comes from
the mixing property (17), the second one from (2), and the third one is due to the choice

of «v and the fact that x9 > axq.
Inserting the last two displays into (26) we conclude that

¢%¢ZO [B] < exp (— %Hﬂ:H/L)qb%{ZO[AL < Ap(21,0)] ¢}r¢20 [AL(21,0) < H>y
< exp (= §ll2ll/L)pp, [AL & Hal,
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The second inequality is due to (FKG) and an application of (RSW) to glue the two
connections. Summing the above over all z € L - (N x Z) \ Vin, we find that

¢%{20 [S] < eickéﬁ%{zo[AL < H>nl,

for a potentially modified value of c.
Combining points (a) and (b) we conclude that

by [AL 0 (Vo — (KL, 0)° [ AL+ Hop] < Ce™F,

for universal constants ¢, C > 0. The constant C' may be removed by modifying c.
A particular consequence of the above and Lemma 3.8 is that

Ghiso (AL © Hon] < 6h [AL €2 Hay)
< P, lAL &2 U] < G[AL > Hop | Past(A)), (27)

for any potential past A. This will be useful for Case 2, below.

Case 2: general potential pasts A. We are now ready to prove the general statement.
Fix a potential past A. Write D = (A U 0<0A)¢ and ¢ for the boundary conditions
induced on D by the conditioning Past(A), so that ¢[. | Past(A)] = gb%.

For a point z € {0} x LZ, write C, for the cluster of w N H>q that connects Az (z) to
H>p — if several such clusters exists, let Ex denote their union and if no such cluster
exists set Cy, = 0.

Let w be a configuration in which Az, is connected to H>,. Write X (w) be the point
x € {0} x LZ of minimal norm for which Ce # () — when two such points exist, choose
one arbitrarily.

The fact that w contains a connection between Ay, and Hs>, guarantees that X (w) is
well defined and that Ay is connected to Aﬁ X ()|~ in ng(w); see Figure 3, right diagram.

It may be noted that we do not claim EX(W) to be connected to Ap; it may be that Ay is
connected to H>, via a different cluster.

_As a consequence, if z is a possible realisation of X (w) and C is a possible realisation
of Cx(y), we have that

¢5[X(w) =2, C, = Cand A & Hsp] < 65[Co = 6% [Ar <5 08 o1, | Co = C]
< 65 [Co = C $hrn,,, , [AL & OAjy—L]
< ¢5[C, = ] eelell, (28)

Above, ¢ are the boundary conditions on D N A, —z, that are wired on JA,—;, and
identical to & elsewhere. Indeed, the conditioning on Ex = C produces a mixture of free
and wired boundary conditions on C¢, together with the additional conditioning that no
other connections between boxes Ar(z') and Hsy, occur in Hxq for 2’ € {0} x LZ with
|2’|| < ||z||. The latter is a decreasing conditioning and the boundary conditions induced
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by the conditioning on C only have wired parts outside of Aj;j_; — this is due to the
choice of X (w). The last inequality is due to (3). The bound (28) will be used below.

Fix some small constant ¢y > 0 that depends only on «; we will see below how to
choose it. If w is a configuration containing connections between A and both H>, and
the outside of Vout = Vo — (KL, 0), then at least one of the cases below occurs.

(2.2) || X (w)| > acokL;
(2.b) | X(w)]| < acokL but GX(UJ) is not contained in YV, — (2¢okL,0);

(2.c) EX(w) is contained in Y, — (2¢cokL,0), but Ay, is connected to V5.

We will bound the probability of each of the events above separately.

To bound the probability of (2.a), observe that, if x is a potential realisation of X (w),
summing (28) over C implies that

651X (w) =z and AL ¢ Hon] < ¢5[AL(2) €225 Hop]e el

< qﬁ%_[ZO[AL(x) & Hsp]e ezl
Summing over x with [|z|| > acokL we conclude that
85 [IX (@) > acokL and A > Hzp] < ek gi [AL > Hanl, (29)

for some universal constant ¢ > 0.

The probability of (2.b) may be bounded in a similar way. For z a potential realisation
of X (w), summing (28) over realisations of C, as in (2.b), we find

d)% (X (w) =z, C, intersects (Vo — (2c0kL,0))¢ and Ag <> Hxp|
< <Z>§D [ﬁm intersects (Vo — (2cokL,0))°] e~cll=l
< Giy [AL < Hon and A < (Vo — (cokL,0))°] el
< e—ccok+c\\z||¢%{20[AL & Honl,
with the second inequality due to (MON) — note that the event considered is increasing
— and the last one given by (16) applied to ¢%{>0’ which we already proved. Summing
over the possible values of X (w) we find that
&5 [I1X ()| < acokL, Cxp) ¢ (Vo — (2¢0kL,0)) and A, <> Hsp]
< e_ccokqbr}_tzo [AL <> H>n) (30)

Finally, to bound the probability of (2.c), notice that for this event to occur, there

need to exist a connection between Asyerr, and VS,., outside of C X(w)- Using the same
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argument of conditioning on C X(w) s in (28),

¢5[AL ¢ Hon, Cx(w) € Ya — (260kL,0) and Ag, ¢ Vo]
H
<D 65 (@) = Hon] S

A < Vs
2ac0kL[ 2CYC(]kL yout]

< cok eCCOkgb%{ZO [AL < HZ”] CbéD [A2acoer A ygut]

Se Ry (AL Ha). (31)

where the sum is over all x € {0} x LZ with |z|| < 2acokL and ¢ are the boundary

conditions on D N A5, . ., that are wired on 9Asqc,kr and identical to € everywhere else.

The second inequality uses (MON) and the finite energy property, with C' some universal

constant. The last inequality is due to (3) and is valid for ¢y below some universal

constant, and may be ensured by the choice of cg; ¢ > 0 is a universal constant.
Summing (29), (30) and (31), we obtain

05 [AL © Yoy and Ap < Hsn] <e i [Ap ¢ Hol

< e RS AL & Hsyl.
for some universal constant ¢’ > 0. We used (27) in the last line. This proves (16). O

Henceforth o > 4 is fixed to satisfy Proposition 3.7 and we write ) := ),.

3.2 The number of active segments is subcritical

For integers t > 0,k € Z, define %, , := {tL} x[kL, (k+1)L), so that the hyperplane 0H<¢
is the disjoint union of the line segments .} ;, when k runs over Z. Also, write x; ) =
(tL,(k +1/2)L) for the midpoint of %} .

Recall that in Theorem 3.2 we consider a configuration sampled according to ¢
and C<; is the cluster of 0 in H<;. A line segment .7}, is said to be active at time t
if C<;N.Z; # 0. Write N; for the number of active segments at time t. A time ¢ for
which Ny = 1 will be called a pre-renewal time. The goal of this section is the following.

Proposition 3.9 (Density of pre-renewal times). There exists ¢ > 0 such that for
any n,t,r > 1,
¢[N5 >1, Vse{t+1,...,t+r} ‘ Cat, Np =1, X, # ﬂ <exp(—cr) and
¢[Ns > 1, Vs e {1,...,r}| Xn # 1] <exp(—cr). (32)

This tells us that pre-renewal times arrive quickly, even when conditioning on a
survival event far in the future. Proposition 3.9 will follow from the result below.

Proposition 3.10. There exist constants C' > 1, u < 1 and K > 0 such that for
anyt>0andn>t+C,

G[Nevo | C<ty Xn # 1] < uNe + K. (33)
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The rest of this section is dedicated to the proofs of the two results above. In spirit,
the results of that section are very close to limit theorems for the distribution of the
number of children of a subcritical branching process conditioned to survive for a long
time (see [ANO4]). Our proof is a bit more complex due to the lack of control on the
offspring distribution and most importantly due to the positive correlations between the
different activated segments. As mentioned, Proposition 3.10 is the key step, and we
start with it. First we explain how to choose the constant C'.

Lemma 3.11. For any pu > 0, there exists some constant C > 0 such that, for any
potential past A

@[#] such that Lo < Lo,j | Past(A)] < p. (34)

Proof of Lemma 3.11. Fix > 0, A a potential past and let C' be some positive integer.
Then, for j € Z, for £y to be connected to Z¢;, Ar needs to be connected to

OA L max{c,|j|-13- Thus, by (3),
¢[$0,0 & Lo ‘ Past(A)] < exp(—cmax{C, |j| — 1}).
Summing the above and taking C' large enough implies (34). O

Proof of Proposition 3.10. Fix the parameters n and ¢ as in the statement. Also fix some
realisation of C<;. We will always work conditionally on this realisation of the “past
cluster”, and write ¢c_, for this conditional measure. It is the translate of a measure
of the type ¢[. | Past(A)], and Lemma 3.11 applies to it. All notions of connections and
clusters below refer to the configuration in C%, only. All constants and equivalences
below are uniform in the choices of p, W, n, t and C<t.

Fix C given by Lemma 3.11 with the choice of an arbitrary pu < 1/2. Write j for
the index of the top-most active box .} ; such that %} ; N C<; is connected to Hx>,. If
no such connection exists, write j = (). Also write K for the minimal value K > 0 such
that the cluster of %} ; is contained in Y + x5 — (KL,0) (recall that x;; denotes the
mid-point of %} ;).

Our goal is to bound

dc [Ny |J# 0 =D e, [i=71j# Néc., [Nive i =l
J
and we will do so by bounding each of the terms ¢c_,[Niyc |j = j] individually.
We first argue that
e (K> k|j=j] <emeot (35)

for some constant ¢y > 0 and all k£ > 3.

We say .2 ; is a top-most seed if %} ; N C<; is connected to OAgr(z4;) but not
to & j+1 in cLn Aor(xe ). We also write s; = ¢’1H>0[$()70 < H>¢]. We start off by
estimating the probability of j = j. N
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Lemma 3.12 (Gluing lemma). Uniformly in n, t and r and past clusters C<; satisfying
9[Ct < Myl < 3,

dc_ i = J] X sn—t ¢c_,[j is a top-most seed |. (36)

We defer the proof of the lemma to later in the section and finish that of Proposi-
tion 3.10. Due to the condition on C<; appearing in Lemma 3.12, we will distinguish two
cases depending on C<y.

Case C<; is such that ¢c_,[C<i <> Hy] < 1. Due to (36) we have
¢c,[K >k and j = j]

K>k|j=j] <
Qngt[ ‘J j] Sp—_t ¢C§t [] is top-most Seed]

- bc, [j is top-most seed, Aor(z¢;) <= H>pn and Aop (x4 j) < (Y + 25 — (KL, 0))0]

Sn—t dc.,[J is top-most seed]

< ¢C§t |:A2L(wt7j) < Hzn and A2L($t’j) — (y + T — (k‘L,O))C |w =1on AQL(ZUt,j)]

Sn—t
< e*COk
— )

The second inequality is simply an inclusion of events: for j = j to occur, j needs to be a
top-most seed and Ay L(xt,j) should be connected to H>,. The third is a consequence of
(FKG) and the last one is due® to Proposition 3.7. This proves (35).

Now, for j fixed, by the almost sure finiteness of the cluster of 0,

dc, [Nevcli=31=_ dc, [Neve | K=k, j = jloc_ [K=k|j=j]. (37)
E>1

To bound ¢c_, [Niyco | K =k, j = j] explore first the connected component C of % and
observe that it is connected to at most 2a(k + C) intervals Zi+cy, since it is contained
in Y+ ; — (kL,0).

Conditionally on C, all other active intervals -2, ¢ are connected in C¢ to a random
number of intervals %}, ¢ with an average at most p. Indeed, the conditioning on C
induces free boundary conditions on C¢, and by (MON) the estimate (34) applies.

We conclude that ¢c_,[Nipo |K =k, j = j] < puNy + 2a(k + C). Inserting this
into (37) and using (35) we conclude that

dc, [Niveli =41 < ulNe+2a ) (k+ C)oc [K=k|j =]
k>0

< ulNy + 2aC)y Z(k‘ + )0k
k>0

5The careful reader might note that Proposition 3.7 does not rigorously apply in this setting, because
of the additional conditioning on the configuration in Azr (z:,;) which does not correspond to a potential
past. Nevertheless, a direct application of (RSW) proves that the bound (16) still applies in this case,
with a potential bounded multiplicative factor.
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which produces the desired result with K = 2aCy ", (k + C)e % < .

Case C<; is such that ¢[C<; <> H,| > % Here we may simply write

P, [Nevo | Xn # 1] < 20, [Nec] < 2ulNy,

with the last bound obtained from summing (34) over all active segments. As u was
chosen strictly below 1/2, Proposition 3.10 follows with ' = 2u < 1. O

Remark 3.13. A minor modification of the proof above also implies the existence of a
universal constant ¢ such that, for all t and n >t + C

¢[Niyo = 1| Cat, X # 1] > ™M (38)
This observation shall be useful later on.

Recall that we still need to prove the “gluing estimate” (36). This is a relatively
standard, but tedious use of the RSW property (RSW).

Proof of Lemma 3.12. Fix all quantities as in the statement of the lemma and Proposi-
tion 3.10. All constants appearing below will be independent of these quantities.

The upper bound on ¢c_,[j = j] is immediate, since {j = j} requires j to be a
top-most seed and for A4z, (:z:t;) to be connected to H>,. These two events depend on the
inside of Agr (¢ ;) and the outside A4r (), respectively. The mixing property proved
in (27) allows one to factorise the probabilities of these two events, up to a universally
bounded multiplicative constant.

We now focus on the lower bound. Fix R = L/10 and write = x ; for the center of
the interval .%; ;. Write A for the points of the cluster C<; on %} ;. Also write B for of
the points of C<; on %}, with £ > j; these all lie on OH>¢, above .Z; . Let z and x_ be
the top-most and bottom-most points of A respectively. Write y_ for the bottom-most
point of B. Note that z and y_ are linked by a dual path of the boundary of C<;.

We start off by exploring certain interfaces starting on the boundary of C<; up to
certain stopping times; write Exp for the set of edges thus explored. If successful (see
below for a definition), the exploration will produce two exposed arcs, which is to say a
primal arc y; connected to A and a dual arc xo connected in the dual configuration the
free path of 0C<; between z and y_, such that both x; and xo may be linked to the
right side of OAgr(x) by disjoint tubes contained in Agr(z) \ (C<¢ U Exp), of width R/4
and length at most 100R. See the left diagram of Figure 4 for an example.

Our procedure will be such that Exp is contained within distance 5R of .} ; and

pc_, [exploration is successful] = ¢c_,[j top-most seed]. (39)

Once this is done, a simple argument based on (16), (27), (RSW) and the condition
on C<; will show that

bc., [j = j | exploration is successful] = s,,_;. (40)
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Figure 4: Left: An example of a successful exploration (purple), with the arcs xo and
x1 being the top and bottom sides of the interface and the tubes depicted in grey. The
solid blue lines form .A, while B is the solid black segment above y_. An exploration is
needed when either A or the dual arc between ;. and y_ are inaccessible. Right: For a
successful exploration, x; may be connected to H>, by a primal cluster that does not
intersect B with probability at least s,_;. After exploring the cluster C, of x1 (red) B
may be separated from H>, with uniformly positive probability due to our assumption
on C<t.

The combination of (39) and (40) yields the desired lower bound. Below we focus
on proving these two equations. The former is the major difficulty of the proof, and is
obtained via a tedious, but almost deterministic construction. For illustration, note that,
when A contains a segment of length R and z and y_ are at a distance at least R of
each other, no exploration is necessary, and (39) is trivial.

Explorations and proof of (39). The exploration is done in two steps, each defining
one of xo and x;.

Step 1: Write OxAar(x4) for the arc of OAgr(24) separating x4 from oo in C%,. This
contains at least OAgg(z4) N H>. Split it into the top and bottom part, which lie above
and below the point z + (2R, 0), respectively.

Write I' for the top boundary of the cluster of A in C¢,. This is a path that will
be indexed by [0, 1] starting from the point x. Since the cluster of A is a.s. finite, I'
eventually ends at z_. Below we will explore I' up to a convenient stopping time 7.
For now set 7 to be the first time I' hits 0 A2g(x4); the actual stopping time will be
different, but we avoid introducing new notation.

We distinguish several cases:

(1) x4+ and y_ are at a distance larger than 2R of each-other. Then update 7 to be
equal to 0;

(2) x4 and y- are at a distance smaller than 2R of each-other, I'| - does not connect
A to B and I'; is in the bottom part of JscAar(2+);
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(3) w4 and y_ are at a distance smaller than 2R of each-other, I'g ;; does not connect
A to B and T'; is in the top part of OxAsr(z4);

(4) T, connects A to B.

In case (4), the exploration is considered unsuccessful. Note however that, when j is a
top-most seed, I' exits Aoy (z) without connecting A to B, and therefore excludes case (4).
Thus,

bc,[cases (1), (2) or (3)] > ¢c_,[j top-most seed].

Next we define x¢ or x; for each of the cases (1)-(3) differently. In case (1), set xo to
be the part of the boundary of C<; between x, and y_. Also write z =z and C= C<t.

In the second and third case set z = I'; and C = C<; UT'([0,7]). In the second case,
write xo for the top part of I'([0, 7]); while in the third case we denote by x1 the bottom
part of I'([0, 7]).

Notice that in the first two cases, x¢ is a dual arc accessible in CC, in the sense defined

above. In the third case x; is a primal arc accessible in ce. Regardless, our present
exploration up to this point only produces one of the two accessible arcs required. In
the second step, we will perform further explorations which will produce the second arc.
This step depends on which case occurred in Step 1.
Step 2 in cases (1) and (2): Define the region A’ as A’ = Agr(x4) in case (1) and, in
case (2), as the union of Ag(u) for u in the bottom part of OAspr(z4). Write dooA’ for
the arc of A’ separating z from oo in C¢. Split dsA’ at 2, + (R, 0) in case (1) and at
x4 + (3R, 0) in case (2) into its top and bottom sections — see Figure 5.

Consider now 7’ as the first time after 7 when I" touches 05 A’. We distinguish two
sub-cases

(a) T+ is in the top part of JsoA’ or
(b) T';s is in the bottom part of O\’

In case (a), write x; for the wired arc of I'j /. Then x1 is a primal arc and xq is a dual
arc, both accessible in (CU N

In case (b) a more complicated construction is needed. Write I for the exploration
path starting at x, leaving vertices connected to A in C%, on its left (including those
of A, but not other vertices of C<;), and all other vertices on the right. See Figure 5 for
an illustration.

Write 7" for the first time this path touches d,,A’; Figure 5 shows why such a time
exists when j is a top-most seed, and why T, is “below” T's on A’ Tt follows that
the wired arc y; of f‘[oﬂ_//} is accessible in (C U f‘[oﬂ_//])c.

Notice that we do not claim that x; is accessible when I';; -/ has been explored. Thus,
one should make a choice at the stopping time 7 whether to continue exploring I" up to
time 7/ or whether to explore T’ up to time 7.
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Figure 5: The different scenarios that may occur when exploring T', and potentially T
The exploration up to 7 and the resulting connection is drawn in red, the subsequent
construction is in purple. The red and purple arrow refer connections to the paths from
Ar(z+ (5R,£R)) to H>, and oo, which occur with probability comparable to s,,—¢. From
left to right: scenarios 1(a), 2(a), 2(b) and 3. Note that in scenario 2(b), the exploration
path ' never exposes an accessible primal arc. That is why we do not explore I' between
7 and 7’ (grey) but rather explore I up to 7/ (purple).

Notice however that either

¢|case (a) ‘ case (1) or (2), I'g -] and j top-most seed| > 1/2 or
¢|[case (b) ’ case (1) or (2), Ijp - and j top-most seed] >1/2.

If (a) is more probable, then explore I up to time 7/. If the resulting exploration
corresponds to case (a), define x1 as above and set Exp = I'p ;. Otherwise say the
exploration is unsuccessful.

If (b) is more probable, explore I' up to time 7. If the wired part of f[o,r"] is indeed
accessible, denote it by x1 and set Exp = I'jg ;) U f[ojn]. Otherwise say the exploration
is unsuccessful.

With this construction, if the exploration is successful, the arcs xg and x; are indeed
both accessible in (C<; U Exp)®. Furthermore, our analysis proves that

¢ [exploration is successful | case (1) or (2) and j top-most seed] > 1/2,
which implies (39) in cases (1) and (2).

Step 2 in case (8): This case is treated similarly to case (2), except that xj is now
defined and we aim to define xo. Set A’ to be the union of Ar(u) for w in the top part
of OooAogr(z4). Define d,,A’ and its top and bottom sections similarly to how this was
done in case (2).

Define sub-cases (a) and (b) depending on where T" exits A’; set 7/ to be the exit
time. If it is more likely to exit on the bottom part, define x( as the dual (top) side

29



of I't; 7. If it is more likely to exit on the top part, start an exploration [ from Ty
leaving primal open edges on the left and dual open ones on the right (this exploration
runs along dC<; up to y_, and continues at least up to OAsr(x) when j is a top-most
seed). Define then o as the dual side of T up to the first exit time o A’

The same type of analysis as above shows that

Pc, [exploration is Successful} case (3) and j top-most seed] >1/2,

which implies (39) in case (3).

Conclusion: proof of (40). Fix now a successful realisation of Exp, with the primal
and dual arcs denoted x1 and X, respectively. To ensure j = j, it suffices to connect x1
to H>, and produce a dual path starting from Yo that prevents any connection between
B and H>p. See Figure 4, right diagram.

By (16), (27) and (RSW), with probability comparable to s,_;, the cluster C, of x;
in (C<; UExp)° intersects H>y, but does not connect to any point in B.

Furthermore, conditionally on C,, the measure in (C<; U Exp U C)¢ is dominated by
the measure ¢c_,. Indeed, the exploration of C, produces free boundary conditions in
the remaining part of the space. Thus,

dc., [B > Hon | Exp, C] > dc_, [Car = Honl > 1/2,
Averaging over C, and using the previous observation, we conclude (40). O
We finally turn to the proof of Proposition 3.9.
Proof of Proposition 3.9. Let C, K and u be given by Proposition 3.10. Set

2K 1
{=—— so that uﬁ—i—K:ﬂé.

=1 .
The proof is in two steps. First we prove that, for any n,t > 1,
G[Ns >0, Vse{t+1,...,t+71}|Cct, Ny <4, Xpy #1] < exp(—cr) and (41)
¢[Ns > ¢, Vse{l,...,r}‘ X, # 1] < exp(—cr), (42)
for some universal constant ¢ > 0. Then will we argue that
G[Nere =1]Cat, Ny <4, Xy #1] 2 1. (43)

Indeed, (41), (42) and (43) imply Proposition 3.9, and we focus on the proof of these
three bounds below.
We start off with the proof of (41). Let oo = ﬁ > 1. Fix t > 1 and work under

the conditional measure P := ¢[- ‘ C<t, Xy # f]. For s > 0, set My = o®*Npyos and
7 =inf{s > 1: Nyyrcs < £}. Then, (33) and the choice of £ imply that Msa, is a positive
super-martingale.
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It follows that

1 1
P < P[Mypr > o'0] < — E[Myar] < — E[Mp].
[r > 1] < PMyar > 0] < 2 E[Monr] < 1 E[My]
This directly proves (41), since E[My] < 4.
The same reasoning applies to (42), provided that we have a uniform bound on the
expectation ¢[Ny | X,, # 1]. Such a bound is easily obtained from (16) since

O[N1 > 20k | X, #1] < ¢[AL > (Vo — (KL,0))°| AL > Hsp] < e,

Finally, (43) is a direct consequence of (38). O

3.3 Mixing when N, =1

We now prove that the process (Xi); satisfies a mixing property at every time t for
which NV; = 1.

Write C>; = C\ C<; and Cy<c.cp = C<4 \ C<5 for 0 < s < t. We will argue that,
conditionally on the past C<¢, the future C5; /o may be sampled independently of the
past with positive probability. To state our result well, some vocabulary needs to be
introduced. First of all, for any n > 0, we call £,, := ¢%{>O[- | Zb0 ¢ Hnl

A realisation x of Cs4y1/0 — (Lt, X;) is called a cluster-future. It may be formed of
several connected components, each containing at least some edge in >/, and at least
one point on OHs>q/9; see Figures 6 and 7 for illustrations. The section Ci< <;41/0 =
C\ (C<t UCsyq1/2) connecting the past cluster to the (translate of the) cluster-future is
called the link. We now define a particular class of well-behaved cluster-futures.

Consider the measure ¢%‘l>o and write C for the cluster of 2. Fix a cluster-future

x and define £(x) as the event that the rectangle [%L, %L] X [=L, L] contains horizontal
open crossings, that the lowest one is contained in [3L,3L] x [~L/2,—L/3] and the
highest one is contained in [2L, £ L] x [L/3, L /2], and that they are connected via an open
path in [2L, 1L] x [~ L, L]. Moreover, &(x) requires that, if we consider the cluster = of x
in H>3/8, we have Z\ x C [3L,3L]x[—L, L] and it crosses horizontally [3 L, L] x [-L, L].
See Figure 6 for an illustration.

For a constant cwp > 0, we call x cwp-well-behaved if y is contained in )’ and

¢%{20[5(X) |C>172 = X] = cws.
The following is a direct consequence of Proposition 3.7 and (RSW).

Corollary 3.14. There exists a universal constant cwp > 0 such that, for alln,s > 1,
Ln[Cs1/2 ewn-well-behaved) > cwp  and  L,[C C Y — (sL,0)] > 1 —e VB2,

Moreover, the same holds under ¢|-|Past(A) and CNHx>, # 0] for any potential past A.
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Figure 6: The cluster future y is formed of the pink connected components, surrounded
by dual paths. The thick red crossings in the rectangle [2L, 1L] x [—L, L] are required
for £(x). Moreover, the orange part ensures that y is linked to these crossings in such a
way that £(x) occurs.

Proof. The second inequality is indeed a direct consequence of Proposition 3.7. We focus
on the first and treat the case of £,, for simplicity.
By Proposition 3.7 and (RSW) we find

QZ)%_LZO [C21/2 C y, 5(C21/2) and .,%070 <~ 7‘[2”] = ¢’1Hzo [f()’o <~ HZ”] (44)

Indeed, we may first explore the top and bottom boundaries of C, starting on 0H>o,
up to the first time they reach H>;. By (RSW), we may direct these to satisfy the
requirements of £(.) and to arrive at a macroscopic distance from each other. Conditionally
on their realisation, using (RSW) again, we may connect them by a primal path in
[%L, %L] x [=L, L], and connect them by dual paths to the top and bottom of [%L, %L] X
[-L,L]. Finally, we connect them to H>; while ensuring that their cluster remains
in ). Conditionally on the previous events, the latter has probability of the order of
qﬁ%{m[.,i”o,g <> H>p] due to Proposition 3.7 and Lemma 3.8.

From (44), we conclude that

Z%lqzo [E(X) [ Co1/2 = X]Ln[Co1/2 = X] = Ln[C1/2 €V, E(Co10)] 2 1.
X

where the sum is over all possible cluster-futures y C ). The result follows readily. [

Henceforth we fix cwp given by Corollary 3.14 and omit it from notation. We may
now state the crucial mixing estimate for the process (X¢):>0, and more generally for the
exploration (C<¢)¢>o of the cluster of 0.
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Proposition 3.15. There exists n > 0 such that for any 1 <t <n and any well-behaved
cluster-future x

¢[Csip1y2 = x + (Lt, Xy) and C; C Y+ (L(t — 1), X;) | C<t, Ny = 1, X # 1]
> 1 Ln—t[Cs1/2 = X, (45)

where x + (Lt, Xy) is the translation of x by (Lt, Xy).
Moreover, for any 1 < s <t < n, any possible realisation ¢ of C. 1. — (Ls, Xy)

1

T3s
such that Ny = 1, and any realisation x of C>¢ — (Lt, X;) contained in Y — (tT 0),
Z]qﬁ [Cov = x + (L1, X)) | C<i, C,

~Lps[Cotes = x + (L(t = 5), Xe—s) | C1c s = (] ‘ < o779 (46)

The first inequality together with Corollary 3.14 state that, at every pre-renewal time,
there is a positive probability for the cluster-future to be sampled independently of the
past, thus creating an actual point of renewal. It is tempting to think that this implies
exponential tails for the spacing between renewal times, thus proving Theorem 3.2.

Unfortunately this is not the case. Indeed, (45) implies a first-moment bound on
the number of renewals, but may not be used to control correlations between renewal
times. Hence the need for (46), which states that, if the clusters sampled according to
¢[.| C<s, Xp # 1] and L,,—s are coupled for ¢ — s steps, then they remain coupled for the
rest of the process with probability exponentially close to 1. Crucially, the value of n > 0
may be chosen uniformly in p, the direction @ as well as in ¢, s and n and the realisation
of the cluster up to t.

Finally, note that in (45) we require that both the translated cluster-future and the
link be contained in Y + (L(t — 1), X;). This will eventually ensure the cone-containment
property of the cluster; it is a technical detail which may be ignored in a first instance.

Remark 3.16. Eventually (45) will be used tho state that at any pre-renewal time,
C>¢41/2 1s sampled with positive probability independently from the past. We do not
claim this about the entirety of C>;; indeed, (45) is not expected to apply to the link.
See also Figure 7.

This is a crucial difference with [CIV08], where the link is trivial due to the use of
cone points, and independent sampling estimates apply to the whole of C>;.

The rest of the section is dedicated to proving Proposition 3.15.

Proof of Proposition 3.15. We start with the proof of (45), which is the most complicated
property.
Working under ¢%{>0, write I'y and I'g for the highest and lowest, respectively, open

horizontal crossings of I%L, %L} X [—=L, L] and T'g for the right-most open path connecting
these. When all three paths exist, write UnExp for the region of [2L, L] x [—L, L]
between I'y and I's and left of T'y. Furthermore, write CI' the cluster of I'y in the region
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Figure 7: Top: A realisation x of Csi/; under £, in red, and the link in purple.
Bottom: The same realisation, shifted by (Lt, X;) as Cs4yq s2- The measure here is
o[- C<t, X # T]. Note that the link is different in the two diagrams.

HZ 3 \ UnExp. When the paths I'y, I's or I'y do not exist, set Cl" = . Finally, define
C£1/2 in a same way as C>q/s.
Fix a well-behaved cluster-future x that reaches H>,_;. The event £(x) may be

determined by CI'. Indeed, it requires that all three paths I'y, I's and I'g exists, that
the first two be contained in specific regions and that Cl;l /2 = X- Recall the notation

Sp = d)%'igo (%00 <> H>n]. We have

Ln—t[Cs10=x] < #@120 [€(x) and Csy /2 = X]

<A ¢%{20 [€(x) and C£1/2 =xl, (47)

Sn—t

where the first line is a consequence of the definition of well-behaved cluster-futures and
the second is due to the inclusion of events.

Similarly, when working under ¢[- | C<;], with a past C<; such that N; = 1, define C"
in the same way as C'', but shifted by (Lt, X;). Then

¢[Copr12 = x + (Lt, Xy) and Coy C Y + (L(t — 1), Xy) | C<y, X # 1]

> e 7: T ; o[CU ="+ (Lt, Xy) | C<¢] - 8D [C<t & T + (Lt, X31)],

where the sum is over all possible realisations x! of C!" such that Cl;l /2= X and such that

E(x) occurs. Above D is the complement of C<;U (x" + (Lt, X¢)) and 7 are the boundary
conditions induced by conditioning on C' = yI' + (Lt, X}), that is, those induced by
C<; on its boundary and which are wired on the portion on d(x* + (Lt, X;)) formed of
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'y + (Lt, X¢), I's + (Lt, X¢) and 'y + (Lt, X¢), and free elsewhere. Finally, we write
C<t & T'p + (Lt, X;) for the event that C<; and I'gy + (Lt, X;) are connected, but that
they are not connected to any other point of Hx, /o or (¥ + (L(t — 1), X;))“.

We now argue that

(Z)B [Cgt = FE + (Lt,Xt)] = (z)‘ll-) [CSt < (97'[275_%} = ¢[C§t <~ 87—[2t+% } CSt]
and ¢[Xn 75 T ‘ Cgt} < qb[CSt — 87‘[215_’_% } Cgt] Sn—t-

The first inequality is proved as Lemma 3.12 and uses (RSW). Indeed, under the
event C<; OHZt +1, We may explore either the top-most or bottom-most interface
stemming from C<; so that, with positive probability, it exposes a wired arc. Then, it
suffices to connect the wired arc to I'g via a primal path and to connect the top and
bottom of C<; to the top of I'y and the bottom of I's by dual paths, all contained
in HeyyrpoN (Y + (L(t—1),Xy)) — (RSW) and the wide opening of Y allow one to
construct these connections with positive probability. The second and third inequalities
follow from Lemma 3.8.
We conclude that

¢[Csiq1y2 = x + (Lt, X¢) and Cs; C Y + (L(t — 1), Xy) | C<t, X # 1]
> AN "g[Ch ="+ (Lt Xy) | C<]

X
2 55 2 B[ =X
XF
= snlit (b'}'lzo [S(X) and Cgl/Q = X]a (48)

where the sum is over all xI' as above. The second inequality is due to the mixing
property of Lemma 3.8 and the fact that x! is contained in Y N H>3/8. Finally, (47) and
(48) together imply (45).

The second property (46) follows by the reasoning leading to the mixing property
(18). Indeed, even though we are conditioning on the edges of the “middle part” given
by (, observe that the conditioning actually helps the existence of dual paths separating
H>o and Y + (t_TSL, 0) in ¢¢. Thus, the proof of the mixing property can be repeated
mutatis mutandis and yields (46), and we do not give further details. O

3.4 Proof of Theorem 3.2

Fix a direction w. Recall the notations C for the cluster of 0 and N; for the number of
active segments on 0H<;. Write Sp = 0 and for k > 0 set

Sk+1 :inf{t >SS, +2: Ny, = 1}

Note that we impose that Sgy1 — Si > 2; this is purely for technical reasons. Recall that
the times (Sk)r>1 are called the pre-renewal times of (X;);. Let K be the first index for
which S K = OQ.
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Let Dy = Cs, ,<<g, for k=1,...,K —1. We also set D = C>g, ,; this is the
only piece Dy which does not end with a pre-renewal time. First we will describe how to
sample the pieces (Dy)r>0 sequentially, which in turn constructs the sequence (Sk)r>0-
By constructing the pieces (Dj)r>0, we construct the cluster C and therefore the sequence
(X¢)e>0. We will later construct the variables (Y;)i>0 and prove the various properties of
Definition 3.1.

For this proof, write P for the probability measure used to sample C according to
the procedure described below. To directly prove that the process has a mass-gap, we
will sample C under the conditional measure ¢[- |0 <> H>y], or equivalently ¢[- | X,, # 1],
for some arbitrary n > 0. To sample under the unconditional measure, it suffices to set
n = 0.

Sequential sampling of C. Sample the initial step Dy as 6351 where C is a sample of
the cluster of 0 under ¢[. | X, # 1.

Fix k > 1 and assume the pieces D1, ..., Dy already defined. Write ( for the realisation
of C<g, and assume that S < oo (otherwise the sampling procedure is finished). We now
describe how to sample Dy conditionally on ( = C<g,. For simplicity write s := Sj;
the value of Sy is determined by the conditioning, so may be treated as a constant.

Proposition 3.15 states that the information on C<s needed to sample the future is
limited to a random number j of past steps, which is to say Cs_j<.<s, with j having
exponential tails. Our first task is to formalise this.

For j > 0 and x a potential realisation of C>5 — (Ls, X;) contained in ) — (£, 0) set

2
%(CaX) = méinqS[Czs =X+ (LS’XS) ‘ Cgs =&, Xn 7& ﬂv

where the minimum is taken over all possible realisations £ of C<g with §s_j<.<s = (s—j<.<s-
For j > s we simply take & = (; but the cone condition on x still depends on j. For all
futures x not contained in the appropriate cones, we set ¢;(¢, x) = 0.

When j = 0, qo(¢, x) = qo(x) requires a special definition. For any well-behaved
cluster-future x set

qO(X) = ngin¢[CZS+1/2 =X+ (LS,XS)a CZS CY+ (L(S - 1)7XS) ’ CSS = 67 Xn 7é Ha

where the minimum is over all potential realisations £ of C<4 producing Ny = 1. For all
other cluster futures x set qo(¢, x) = 0.
Also, define

Zi(¢) =Y 4;(¢, %),

where the sum is over all potential realisation x of C>5 — (Ls, X;) (or all cluster-futures
when j = 0). By definition, the quantities ¢;(¢, x) and Z;(¢) are increasing in j > 1.
The combination of Propositions 3.15 and 3.7 states that, uniformly in ¢ as above

Zo(¢) =1 and 1-2Z;(¢) <e ™. (49)
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Define a random variable M), taking values in N with
P[My < j| C<s = ] = Z;(0).

Sample~Mk, then, conditionally on M, we will sample a potential future for C as follows.
If My =0 set

IED[(:Zs—‘,-lﬂ =X+ (Ls, Xs) ’ Css, Mk = O] = #(C)QO(C, X) (50)
for any possible cluster-future y. Then sample ng_gsﬂ /2 according to the conditional
measure

¢+ C<s = ¢, Couqrjo = Cogqrpp and Co5 C Y — (L(s — 1), X,)].

Note here that Cs, /7 is sampled independently of C<s, but that the link is allowed to
depend on it.

For j > 1 and x a potential realisation of C>5 — (Ls, X;), define IP’[CZS = x+
(Ls, Xs) | C<s, My, = j] inductively by

P[CZS =X+ (LS,XS) } CSS’ Mk = ]]

= m(%((ﬂ() - P[CZS = x + (Ls, X;) and Mk <J } CSs])- (51)

It is immediate from the construction above that the sampling of (~:2 s follows the law
of Css under ¢[-| C<s = (].

If C>; contains a pre-renewal, set Dyy1 = D1(Cs¢) — (Ls, X), which is to say the
piece of CZt up to its first pre-renewal. Otherwise, set Dy = Czs — (Ls, X5) and set
Sk+1 = 00; the sampling of the sequence (Dj);>1 is finished.

At this stage, we have constructed C as a concatenation of pieces (Dj)r=0,. x. The
sequence (X;)¢>o is implicitly defined, with Xi,..., Xg, depending on Dy, ..., Dy only.
Note that each piece Dy needs to be translated by (LSk, Xs,) when attached to C<g, .

Write len(Dyg) is the horizontal “length” of Dy, that is the maximal ¢ for which Dy
intersects H>g, ++ — unless Dy, is the last step of the process, this is equal to Si11 — Sk.
For k > K we formally set Dy, = () and len(Dg) = 0.

Then, Proposition 3.9 states the existence of a universal constant ¢ > 0 such that

P[len(Dy) > r } C<s,] < exp(—cr) (52)

for all k,r,n > 0.

Memory variables and filtration. By (49),
P[My, > j| C<i] < exp(—1j), (53)

for all j > 0 and some universal constant n > 0. We may always decrease 7, so we will
henceforth assume that 0 < n < ¢, where ¢ > 0 is the constant appearing in (52).
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By (53), we may bound the variables M;, from above by i.i.d. modified geometric
variables’ M}, with parameter 1—e~" > 0. To be precise, at each sampling step Sy, sample
a geometric variable M} starting at 0, independent of C<;, then sample Mk-+1 < My
and Dy41 according to the procedure described above.

Set Y; = 1 if t = S}, for some k and My, ; < j for all j > 0. We have now defined the
sequences (X);>0 and (Y;)i>0. Observe that Y; depends on the “future” variables My ;
(if ¢t is such that Sy = t).

To render dependencies clear, let us properly define the filtration (F;):>0 associated
to the KMRP process. For ¢ > 0, let F; be the o-algebra generated by C<;, all variables
Mj, and My, with Sy < t and all variables Y with s < ¢.

Finally, the dependence between the memory variables My and the piece-lengths
len(Dy41) will be of interest. Notice that, due to the relationship between 7 in (53) and
¢ in (52), for any k,r,j > 0,

Pllen(Dg41) =7 +7 | CSSk]

P[len(DkJrl) >r4+73 ‘ Cgsk’ My, = .7] <

P[M}, = j]
B P[len(Dk—i-l) > +.7 | ]:Sk] —cr
_ PO =7 <e . (54)

The equality above comes from the fact that the additional conditioning on Fj has no
bearing on Dyy;. It follows that the variables (len(Dg41) — My)r>0 may be bounded
by i.i.d. geometric variable (ExtraLeny)s>o of some universal parameter, which are also
independent of the variables (My)r>0

Renewal structure. We now argue that a time ¢ such that Y; = 1 is indeed a renewal
time. Fix t such that t = Sy and Y; = 1. Then, under 7, the variables (M} ;);>0 are
independent geometric variables conditioned on My ; < j for each j. In particular, they
are independent of F;, and therefore so is the sequence (Y5)s>¢.

Additionally, Dy.+1 only depends on F; via its link and Dy ; is independent of C<g, . —j—1
and in particular of C<g, 41 (here we use that Sj;1 —S; > 2 for all j). It follows that
C>5,+1/2 is independent of F;. As a consequence (X4 ; — X});>1 is independent of C<y.

The law L appearing in the definition of a KMRP is explicitly constructed when
sampling Cs in (50) and (51) under the unconditioned measure ¢.

Exponential tails and mass-gap. We now discuss the exponential tails of (10) and
(11); those of (12) and (13) will be discussed below.

Fix ¢ > 1 , condition on Fr, so that T; < oo and let k& > ¢ be the index such
that S = Ty. Due to our construction, the whole of CETZJF% is contained in the cone
Y + (LSk, Xs, ), which implies (11). We turn to (10).

Define x > k to be the first index for which M, ; < j for all 7 > 0. In other words,
k is such that Ty = Sk. Then, for m > 1,

K
P[Xmim, # 1 but Tppq — Ty > m| Fr,] =P[ Y len(D;) >m|Fr].  (55)
j=k+1

"That is, variables M}, with P[Mj > j] = e~ ™ for j > 0.
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We will now argue that x — k has exponential tails under PP[. | Fr,| and that the quantity
above is exponentially decreasing in m.

The tails for x are relatively standard and appear in [OV18]. The argument here is
slightly more involved due to the summation of the piece-lengths len(D;;1). We give a
full proof for completeness.

We say a memory variable M; reaches an index j < ¢ if ¢ — M; < j. With this
formulation, k > k is the first index such that none of the M; with ¢ > k reaches indices
strictly smaller than k.

Set Jy = k and, for i > 0, let

Ji+1 = max{j > J; 1] = Mj < Jz}

to be the index of the last memory variable reaching J;. The above is well defined up to
the first ¢ for which the set is empty. Then x = J; + 1 and we formally define J; 1 = 0.
Notice that, for all ¢ > 0

P(Jiy1 = 0| Fr, 1, i) = [[P[Mjss, <3| Fr Jis. .o, Ji] > 0.
j>1

Indeed, the variables (M;,);j>1 under the measure above are independent geometrics,
each conditioned not to reach J;_; (nor Jy —1). As such the probability above may be
computed explicitly and be shown to be uniformly positive.

The same computation shows that

PlJir = Ji 2 m | Fry, Ji,oo i) <Y O P[Myay, 2 | Fryy Jise i) <™

j=zm

Thus, x — k — 1 is the sum of variables (J;+1 — J;)i>0 which have exponential tails,
up to the first time J;11 = 0. It follows that x — k also has exponential tails.

Conditionally on Ji, Jo, ..., the variables (M), are independent, but have certain
conditionings. Indeed, each variable M, is conditioned to be larger than J; — J;_1, but
strictly smaller than J; — J;_2, while all other memory variables are bounded above. We
conclude that, under P[.|Fr,],

Z Mj,1 — (I-i — k‘) = Z Mj,1 — Z(JZ — Jifl) (56)

j=k+1 j=k+1 i>1

has exponential tails. Indeed, the above is the sum of (x — k) random variables which
may be bounded by i.i.d. geometrics independent of (k — k).
Finally, by (54), we conclude that, under P[.|Fr,],

K

> (en(Dy) — M;-1) (57)

j=h+1

also has exponential tails.
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Inserting the exponential tails for k — k, (56) and (57) into (55) we conclude the
existence of a universal constant ¢ > 0 such that

K
IP’[ Z len(D;) > m ‘ ]:T/z] <e ™  forall m>1.
j=k+1

Initial step. It remains to prove (15) as well as the exponential bounds (12) and (13)
for the initial step. It is a direct consequence of (4)

Op[X1 # 1] = [0 <> OH 1] < mi(L(p)).

Conversely, (RSW) and (4) allow us to prove that

¢p[X1 # T and Ny = 1] = m1(L(p)).

Then, by the properties of the memory variables,
Pp[T1 < 00] > @p[Th = 1] 2 ¢p[X1 # T and Ny = 1] = m1(L(p)).

This proves (15).

Proposition 3.7 implies an exponential tail for min{j > 0: CC Y — (L7,0)} when C
is sampled under ¢p[-|0 <> OH>y], whence (13) follows readily.

Finally, (32) states that, under ¢p[-|0 <> OH>y], S1 has a uniform exponential tail.
The rest of the proof of (12) and is identical to that of (10) above.

Killing rate and step variance. From (RSW) we conclude directly that, for any time
T}, with k > 1,

¢[0 < H>14+1 ‘ka] <l-c<1,

for some universal constant ¢ > 0. This implies that the killing rate is bounded away
from O uniformly in all parameters. Furthermore, a quick analysis shows that

¢[Tk+1 =T, + 2 and XTk+1 > XTk +1 ’ka] =1,

which implies a uniform lower bound on the X-step variance and a uniform upper bound
on the killing rate.

Aperiodicity. Recall that our construction formally prevents us to have Ty = T + 1.
However, direct (RSW) constructions prove that

PThy1 =T, +2|Fp] 21 and  @¢[Tp1 =T + 3| Fr,] 2 1,

which implies the aperiodicity of the process. U
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4 Local limit theorem for the Markov renewal process

This section contains general results about killed Markov renewal processes formulated
for the process (X¢, Y:)¢>1 of Theorem 3.2. While the details of this specific process are
not important, we find it easier to formulate the results in this context.

4.1 Probability of hitting a half-space

First, we show that the probability that a KMRP with a mass-gap survives for n steps
behaves like a pure exponential. We highlight that this result is purely stated for KMRPs.
In particular, its proof is not based on percolation arguments but rather on analytic ones,
and is somewhat orthogonal to the rest of the paper.

Theorem 4.1. Let (X;,Y;)i>1 be an aperiodic KMRP with a mass-gap and killing rate
k > 0. Then there exists ( < k™1 such that

P[X,, # 1] < P[X) # f]e /¢ for alln > 1, (58)

where the constants in the equivalence and ¢ are bounded away from 0 and oo depending
only on the killing rate and the mass-gap.

Expressed in terms of the random-cluster model, Theorem 4.1 states the following.

Corollary 4.2. For any @ € S' and p < p., there exists ((p,w) > 0 such that
0pl0 ¢ HE,] = m1(L(p)) e T, (59)

uniformly in n > L(p), p and @W. Moreover, C is bounded uniformly away from 0 and oco.

The above does not imply that &,(@) = ((p, W)L(p), since &,(w) is not defined in
terms of hitting a half-space, but rather a specific point. We will see how to deduce &,(?)
in the next section.

Proof of Theorem /.1. When studying P[X,, # {], the first step needs to be treated with
particular care. Indeed,

PIX, # 1= D PITy = KP[Xy # 1| Fi, Ty = | +P[T1 > n but X, # ] (60)
1<k<n

= Y PITy = KP[X, # 1| Fie, Th = k] + O(e""P[X,, # 1)),
1<k<n

where the second line is due to the mass-gap ¢ > 0. Furthermore, also due to the
mass-gap, P[T} = k] = O(e~"B[X;, # 1]).
The main analysis is dedicated to

Sn—k = P[Xn # 1| Fi, Ty = K],
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which is a quantity that depends only on n — k and the law £ of Definition 3.1. For
n > 1, define the auxiliary quantities

an ::P[Tz—Tl :n‘]:Tl? T < OO]

e =P [ Xy, £ 1 but To > n+ Ty | Fr, Ty < oo and

Pn:=3P[3k > 0,T}, — Ty = n and Tjy = 00| Fry, Ty < 0]
=P[3k > 0,7} - Ty = n| Fr,, Tt < o],

where we recall that k denotes the killing rate. The equality is due to the renewal

property.
By analysing the value of the last renewal time, we find
Sp = Z PkCn—k + Cp = Z PrCn—k + O(e”"sp). (61)
1<k<n 1<k<n

due to the mass-gap.
We will prove that there exists { > 0 such that

P = &S (62)

for n large enough. Before doing so, observe that (62) combined with (60), (61) and the
consequences of the mass-gap, yields

Sp < e /¢ and  P[X, # 1] < P[X| # {le . (63)

The rest of the proof is dedicated to (62). By analysing the first renewal time, we find

n
Pn = Z axPn—k + 111:0' (64)
k=1

Denote by P and A the generating series of the sequences (p,) and (a,), respectively.
Note that these are both power series with positive coefficients. Writing R, and R, for
their respective radii of convergence, the mass-gap states that R, < R,. From (64) we
deduce the “killed renewal equation”

1

P(z) = 1_714(2)

(65)
The equality holds in the whole disk of convergence of P.

Observe that A is a power series with positive coefficients that satisfies A(1) = 1—x < 1.
Also observe that, due to (65), it is the case that A(R,) = 1.

Write Dg, C C for the open disc centered at 0 of radius R, . We now are going to
argue that R, is the only 0 in Dg, of the series A — 1 and that it is simple. Indeed, it
easy to see that if |z| < 1, then

‘Zan(sz)”| < Zan(Rp]z\)” < 1.

n>1 n>1
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Furthermore, we argue that the aperiodicity of the process implies that A — 1 does not
have an additional 0 on oD R, \ {Rp}. Indeed, if it were the case, then there would exist
some 6 € (0,27) such that >0 akR];eikg = 1. By the equality case in the triangular
inequality, one would then have that for all the k € Supp(Ts — T1), the ¢*? are aligned;
this contradicts the aperiodicity of 7. Finally, since R, < R, A has a positive derivative
at R,, which implies that R, is a simple zero of A — 1.

Summarising the above, we proved that the function

1—A(2)

9(z) = R —-

does not vanish on Dg,. We wish to apply Wiener’s 1/f theorem (see [Zyg02, Theorem
5.2]) to the function g. To that end, we need to check that the corresponding series is
summable at R,. It is a simple observation that, for all [z| < R,,

“+oo 2 \n n ) +oo 2 \n “+oo N

OEDY (Rp) (1= Rba) =" (Rp) (X Rba).
n= k=1 n=0 =n-+

Due to the positivity of the terms aj, when inserting z = R, in the above, we find

+oo 400

>y Rkak—ZRkkak—R A'(Ry) <

n=0 k=n-+1

By Wiener’s 1/f theorem [Zyg(02, Theorem 5.2, 1/g may be expanded as a power
series ), bp2" in Dg, and this series is absolutely summable at the point z = R,,. By (65),
for any 2z € Dg,,

1 n _
75 = (e = P = X" By =)

As the above expression can be evaluated at z = R,,, by Abel’s radial theorem

1
lim — = R, — R"p,_1) = lim R""lp,. 66
Jim 50 = 2~ Ropan) = L BT (60

Notice however that

1 - 1
lim —— = lim Ry — = =

= > 0.
Ry 9(2) Ry 1—A(z)  A(Rp)

The last two diplays allow us to conclude that p,, = RT(R)R (14 0(1)) when n — oo.
The explicit value of limy, p, R} is irrelevant for us; one simply needs to observe that it is
strictly positive and finite.

Setting ¢ = (log R,) ™!, we obtain that p, < e "< as required. O
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Proof of Corollary 4.2. Fix @ and p < p.. All constants below will be uniform in , p
and N > L(p). We have

Op [ X | n/Lpy41) # 1] < 0p[0 0 HEN] < 6p[X 1)) # T

Apply Theorem 4.1 to conclude that
$p[0 & HIN] = $p[Xa # 1] exp(— ri5tmm)

for some ((p,w). Moreover, by (15), ¢p[X1 # T] < m1(L(p)), which concludes the proof
of the corollary. O

Remark 4.3. This computation allows us to identify the law of the inter-renewal times
when the process is conditioned on surviving at least n steps. Indeed, observe that for
any £ € {1,...,n—1},

]P)[TQ T = E‘ dk>0,T, — T, = 7”L,.7:T1,T1 < OO] = SZ;ZP[TQ - T :EITI < OO]

Xeg/g]P’[Tg -1 :f‘Tl < OO]

We conclude that when n tends to infinity, the law of the inter-renewal times converges
towards an exponentially tilted sample of L(To — T7 = -| T} < o0). The first and last
steps of the process, however, have a different distribution. The same computation
applied to finite-dimensional marginals yields that the joint distribution of the different
inter-renewal times (except the first and last ones) converges towards i.i.d. samples of
the exponential tilt of L(Th —T1 = -|T1 < o0).

Finally, the distribution of the X-steps also converges towards i.i.d. samples of some
probability distribution. We call Li;req the limit of the law of (7% — 77, X5 — X7) under
the conditionings {X,, # t} with n — co. The mass gap implies that this distribution
has exponential tails both for the T" and the X-steps.

4.2 Endpoint concentration when conditioned on survival

We now prove a local limit theorem for X,, under the conditioning X,, # 1. Let g,(z) =

.2 2 . . . .
—L_=2%/20% he the Gaussian density with variance o2.
V2ro

Proposition 4.4. Fiz w € S' and p < p.. There exists p = pu(p,w) and o = o(p,w)
such that, for any k € Z, when n — oo,

VR [LX /L)) = Ln -] + k| X # 1] = 00 (L)] = 0. (67)

with the asymptotics being uniform in p and W. Furthermore |u(p, )| is uniformly
bounded away from oo, and o(p, W) is uniformly bounded away from 0 and co.

Proof. We argued in Remark 4.3 that when conditioned on X,, # 1, the process has steps
sampled from some i.i.d. distribution. It thus converges towards a so-called compound
Markov process, using the terminology of [Bor22]. Local limit-type theorems for compound
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Markov processes are classical; for instance, Proposition 4.4 directly follows from [Bor22,
Theorem 2.1.2].

The uniform bounds on the p(p, @) and o(p, W) follow from those on the mass-gap,
mean, variance and Kkilling rate of the KMRP in Theorem 3.2. O

Remark 4.5. Other properties typical of random walks may be extended to the pro-
cess (Xy,)n such as the existence of a uniform constant C' > 0 such that for any k € Z,

G| LXn/ L)) = [ 1] + k| X £ 1] < Cop[1Xa/ L)) = [ ) | X £1] (69)

and a large deviation estimate

O [1Xn/L(p) = - il = an | X # 1] = 7T @mele) (69)

where I is a differentiable function on an interval (—e,¢) for some ¢ > 0 with 7(0) =0
and I(a) > 0 for a # 0. All constants appearing in the above are uniform in n, @
and p < p.. The rate function I does depend on the direction @w. For proofs of such
statements, see [Bor22].

As a consequence, we deduce a preliminary form of the OZ-formula. Recall the
quantity ¢(p,w) defined in Corollary 4.2.

Corollary 4.6. Fiz w € S' and p < p.. There exists y = p(p,w) such that

dp[0 & 2] = ML) -, (70)

N

uniformly in p, &, n > 1 and any x € 72\ Ay, with ||z — nL(p) (@ + p - @)| < L(p).

Remark 4.7. The proof below also allows one to deduce from (69) a large deviation
estimate for the hitting position

B [0 € (L) + (up, ) + ) - 7)) |0 HE, | = m(L(p))? -~ lmo) (71)

for any « close enough to 0 and some differentiable rate function I with I(0) = 0
and I(a) > 0 for o # 0.

Proof of Corollary 4.6. Fix p, W € S' and = € ALy 2(nL(p) (W + p(p, W) - wt)) for
some n > 1. For n < 3 it was proved in [DCM22] that ¢,[0 <> z] < 71(L(p))?. We will
henceforth assume that n > 3. The upper and lower bound on ¢,[0 <+ z] will be treated
differently. All constants below are uniform in p and .

We start with the lower bound. Write I' for the top-most path connecting C<;
to H>n—1. This path is explorable starting from the top of C<; N O0H< and X,
is its endpoint on H>,—_1. Conditioning on a realisation I' = v with [ X,,—1/L(p)| =
[(n —1) - u(p,w)], by an applying RSW-type construction in Ayp,(7) (see Figure 8) we
find that

$pl0 &> | T =] 2 e}, o OApg) ) = mi(L(p)),
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Figure 8: If we assume that X,,_; # { and that it is at a distance of order L(p) from
x, then connecting z to 0 requires an additional cost of m1(L(p)). The picture appears
skewed since the horizontal direction is @ + u(p, @) - W, while the hyperplanes 0H <; are
orthogonal to .

where (RSW) and (4) state that all constants may be chosen uniform in @ and p.
Summing over v as above we conclude that

$pl0 <> 2] 2 1 (L(p)) p[[Xn-1/L(p)] = [(n = 1) - pg]] = N G, (72)
where we used (67) and (59) in the last equivalence.
We turn to the upper bound, for which we decompose
®pl0 < 2] < ¢p[0 > Appy(z) and z <> AL ()]
< dpl0 ¢+ Ay ()] D4, ) [0 IALG)), (73)

where the second inequality is due to the fact that the two events are measurable in terms
of what happens outside and inside of Ap,,)(z), respectively. The second probability may
be bounded above by a universal multiple 71 (L(p)) due to (4).

To bound the first quantity, decompose depending on the value of the last renewal
time Ty before n, and keep in mind that cluster after this renewal time is contained in
Y + (L(p)Tk, Xx). Thus, applying (10), we find

Ppl0 < App)(2)]

< Z¢p[|Xn—k —nL(p)pdt| < alk+1), Y,y =1land YVp_jy1 = =Y, =0
k>0
<Y 0p[|Xamk —nL(p)pdt| < alk +1)]e PO
k>0
< am(L(p))e” T - e
k>0

L —
g%ﬁp))e ¢lpd) |

with the before-last inequality due to (68). Inserting these bounds in (73) yields the
converse of (72). O
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4.3 Invertibility of the drift and proof of Theorem 1.1
In light of the previous section, write
— =\ . — |
[ + p(p, @) - |

& (T(@)) = L(p)¢(p, @) ||T + plp, @) - || = (74)

The following proposition shows that @ — #(«) is a one-to-one function from S' to
itself. Theorem 1.1 will be a consequence of the surjectivity of this map. Moreover, we
shall see in the next section that its injectivity has interesting consequences regarding
strict convexity properties of the Wulff shape. Henceforth the choice of @+ is important,
and we will assume that it is the rotation by 7/2 of « in the positive direction.

Proposition 4.8. For any ¥ € S', there exists exactly one w € S! so that

<y
—~

S
~

<L

Proof. The lemma decomposes in two disjoint statements, the surjectivity and injectivity
of the function v. We start with the former.

We will prove that the function @ — /(@) is continuous. We start off by proving that
W+ ((p, W) is continuous. This is a simple geometric construction; see Figure 9 for an
illustration.

Fix some @ € S; and assume for simplicity that u(p, @) > 0. Write ps(.) be the
rotation by an angle §. For § > 0, a connection between 0 and z = nL(p) (@ + p - o)

intersects H2 (") Together with (70) and (59) this implies that

>n-cos

C(p, ps(W)) = cosd - ((p, w).
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For § < 0, write § = arctan(u(p, w)) — note that 6 is uniformly bounded away from co
by Proposition 4.4. Then, a connection between 0 and 2 = nL(p) (& + - W) ensures

that the cluster of 0 intersects ’;'-[’)‘S(CO)S(QJF(;> Thus
7’L

cos 0

C(p, ps (1)) > =020 ((p, ).

Using the two displays above, and their versions with the roles of @ and ps(w) inverted,
we conclude that @ +— ((p, @) is continuous.

The reasoning above shows more than just the continuity of ¢. Indeed, due to the
specific definition of x we conclude that, for any € > 0 and § small enough

b [o T e () Hg;fw)] > exp(—en).

Together with the large deviation estimate (71) and the continuity of the rate function,
this implies that (&) may be rendered arbitrarily close to ¥(ps(w)), provided § is small
enough. Thus we conclude the proof of the continuity of & — ¥().

To conclude the surjectivity of @ +— ¥(w) observe that, for @ a coordinate vec-
tor, u(p, W) = 0 due to the symmetry of the lattice. It follows that ¢(w) = @ in this case.
Furthermore, symmetry also implies that ¢ commutes with any reflexion around a lattice
axis. By the intermediate value theorem and the precedent observation, we conclude that
the image of the function W — ¥(w) covers the whole unit circle, as claimed.

We turn to the proof of the injectivity of @ +— ¥(w). We will prove that for any @
and § > 0 small enough, ¥(ps(w)) is a small, strictly positive rotation of ¥(w).

Fix 60 € [-m/4,7/4]. Applying the large deviation estimate (71) we conclude that,
for all a small enough (independent of ¢),

exp (= ((0) + (@) ~)(n+ 0(n)) = 6, [0 & [nL(p)(@ + ((p, ) + ) - )]

Ps(w)
2 ¢p [0 AR H>n(w+( (p, w)+a)-fzﬁ%ﬁa(w)>}

cos & ,W0)+a) sin §
= exp < - Hé‘((;’é(%;g Jsind ), 4 0(n))> (75)

where [ is the large deviation rate function associated to the walk in direction w. The
constants in the asymptotics above depend on p, but not on n. Furthermore, we have
asymptotic equality in (75) if and only if

@+ (p(p, @) + @) - @ = ps(@) + p(p, ps (@) - 6(w)

1
(u(p, @) + a) - Wt
(

which translates to (ps(V)) = - —,
(6s(3) P @)+ ) @]

(76)

By the continuity of & — (@), if § is small enough, the equality above holds for «
in the range of validity of (75). We conclude that (76) holds for the unique o minimising

I(a) + ¢(w) "
cosd + (u(p, W) + a)sind’
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Using the fact that I is an even, convex function that is differentiable at 0 with 1(0) =
I'(0) = 0, we conclude that the minimiser occurs for cpnin = aumin(d) > 0 within the range
of (75).

Recalling that ¥/(17) is the unit vector in the direction w+ u(p, w)w and that ¥(ps (7))
is the one in the direction 0 + u(p, @) - W + aumin(8) - W, we conclude that the latter is
indeed a small positive rotation of the former.

This readily implies the injectivity of the function @ +— ¥(w). Indeed, consider its
expression in terms of angle arguments

¢ :[0,7/2] — [-7,m)
0 — arg(v(cosf,sinh));

recall that the symmetries of the lattice ensure that ¢ maps 0 and 7/2 to themselves.
Then our analysis says that, for any 6 € [0, 7/2), there exists § > 0 such that ¢(6') > ¢(0)
for all # < 0’ < 6 + 6. Together with the previously proved continuity of ¢, this implies
that ¢ is strictly increasing, hence injective. The injectivity extends to the whole range
of angles [0, 27) by symmetries. O

We can finally prove Theorem 1.1.

Proof of Theorem 1.1. Fix ¢ > 1, 7 € S, p < p. and n > &,(¥). Define 0 as a vector
such that ¥(w) = . Then (70) implies that

2dp[0 ¢ [nT]] x ——F=Fe @@ (77)

where m = W”L(p). Recall that the drift u(p, ) is bounded uniformly, and there-
fore (U, w) is uniformly positive. Thus m =< n/L(p) and therefore &, (v) = (¥, W)L (p){(p, W).
Inserting these observations in (77) we find

6p[0 6 [n7]] = m(&(9)*y/ 2D e FT,

as claimed. O

4.4 Strict convexity of Wulff shape

We first introduce some notation and discuss classical properties. Fix p < p.. For
W € R?\ {0} define

(@)~ =~ lim Tlog [0 < HY, ],

with the existence of the limit being guaranteed by sub-additivity arguments. This
definition is reminiscent of the one of the inverse correlation length, with the point-to-
point connection being replaced by a point-to-hyperplane connection. For coherence, we
set £,(0) = £5(0) = co. Observe that (59) states that, for @ € S,

§* () = ((p, W) L(p). (78)
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It is classical (see [MS95] or [CTV08] for a more modern exposition) that both &,(+)~*
and 5;(-)_1 define norms on R?. Indeed they are both positive homogeneous, and FKG
inequalities imply that they are convex.

Define their unit balls

Uy={TeR*: &(0) > 1} and W, = {w € R*: () > 1}.

The latter is called the Wulff shape (see [BIV00] for an extensive review on the subject).
The goal of this section is to explain how our approach allows to re-prove some known
results about U, and W,. The method is different of [CIVO08], as it does not rely on the
analysis of the regularity properties of the associated Ruelle-Perron—Frobenius operator.
Indeed we crucially use the invertibility of the function ¢ defined in the last section.

Theorem 4.9. For any p < pc, U, and W, are strictly convexr bounded sets of R?,
symmetric with respect to the coordinate axis with differentiable boundaries. Moreover,
they are convex dual to each other, i.e. they are linked by the following relation:

Uy, = {0 € R* : (0,%) < &(w),Vw €S'} and W, = {w € R? : (i, 0) < &(),V7 € S'}.
(79)

In the language of convex bodies, U, is the convex body with gauge function given
by £, and the first equality in (79) states that its support function is §y- The same
holds for its dual W, with the roles of £, and &5 reversed; see [Web94] for details. The
strict convexity of one shape is equivalent to the fact that the boundary of the other
is differentiable [Web94]. The strict convexity of U, and W, is a consequence of our
construction; their duality may be proved directly.

Proof. Classical results on convex duality [Web94, polar duality theorem, p. 238] imply
that the two identities of (79) are equivalent. We prove the first one.
It is immediate that 0 satisfies the conditions of the right-hand side terms of (79).
Let v € R?\ {0} and @ € S! be a unit vector with (#,1) > 0. The hyperplane with
normal vector w containing the vertex nt is given by 8H§n< Thus,

,5) "
¢pl0 > 1] <9[0 <+ HE,, 5.0 ].
Considering the exponential rate of decay of these two quantities as n — oo, we find
& (0)(0, @) < &, (). (80)
The inequality holds trivially when (v, @) < 0. Thus
U, C {7 € R? : (7,d) < & (W), Vi € R?}.

For the converse inclusion, let ¢ be a vector such that for any @ € S!, (¥, @) < & ().
Lemma 4.8 yields the existence of @ € S! such that v(w) = #/||#]|. Then (74) and (78)

imply that () ()
N= L e oy = 2@ _ 50
&(V) = H17||§p( () = |5][(7(0), @) (¥, D) =t
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We turn to the strict convexity and differentiability properties. As a standard
consequence of the polar duality (79), for any pair ¢, @ with ¥ = ¥(), @ is the normal
vector (pointing outwards) of a tangent to U), at the point &,(v) - ¥ and ¢ is the normal
vector (pointing outwards) of a tangent to W, at the point &) () - .

By the bijectivity of & — (&) proved in Proposition 4.8, we conclude that neither
U, or V, have facets; that is, they are strictly convex. As strict convexity of a convex
body implies differentiability of the boundary of its convex dual, this concludes the proof

of the theorem. O

4.5 Invariance principle

Fix p < p. and @ € S!. Define the linear interpolation X (t);>¢ of the discrete pro-
cess (Xy)n>0. The representation of the cluster in terms of a random-walk like object
allows to prove several invariance principles, similar to Donsker’s Theorem for random
walks. For instance, non-uniform invariance principles similar to Theorem 4.10 were
derived in [CIV08] and [D’A24]. Our representation allows to prove the two following
invariance principles.

Theorem 4.10.
1. Under the family of measures ¢p[ - | 0 <> Hgn}, uniformly in p and W, when n — oo,

1 s U(p,lﬁ)
VnL(p) (Xnt — t”/‘(pvw))te(m) = (B )te(O,l)’
where Bf(p) denotes the one-dimensional Brownian motion started at 0 with vari-
ance o(p,w) given by Proposition j.4.
2. Under the family of measures ¢p[ - | 0 <> nd], uniformly in p and ¥, when n — oo,
1 = o(p,w)
VnL(p) (Xt — tnﬂ(p7w))te(o,1) = (BB; )te(o,1)7

where W is the unique unit vector such that v(wW) = ¥ and BBf(p’w) is the one-
dimensional Brownian bridge started at 0 and ending at 0 with variance o(p,w).

In both statements, the convergence occurs in the space of continuous functions from [0, 1]
to R, endowed with the topology of uniform convergence.

Proof. This follows directly from Theorem 3.2 together with classical considerations on
Markov renewal processes. The first invariance principle directly follows from [Bor22,
Theorem 1.5.3]. The second is a consequence of the first together with the local limit
estimate of Proposition 4.4. As this is classical, we do not give further details, and refer
to [D’A24] for the formal reasoning leading to the invariance principle. O

By a standard union bound, it may be proved that, with probability tending to 1
under both ¢, - | 0 <> ’H’ZEH] and ¢, - | 0 > nvl,

m’?X(TkJrl —Tj) < Clog(n/L(p)),

o1



for C' > 0 a universal constant.

Due to the cone-containment property (see Remark 3.3), the full cluster is at a
distance C'L(p) maxy,(Tx4+1 — Tk) from the points of renewal (L(p)T}y, X1, ). Thus, with
probability tending to 1 under both of the measures above,

dy (C, (L(p)t, X¢)o<t<n/L(p)) < CL(p)log(n/L(p)),

for some universal constant C', where dy, is the Hausdorff distance and (L(p)t, Xt)o<t<n/L(p)
is the family of points defined as in (14), expressed in the basis (7, ™).

Thus, one may easily deduce from Theorem 4.10 that the full cluster C sampled
according to ¢p[ - | 0 <> HY ] or ¢p[ - | 0 > nd], when properly rescaled, converges in

law® to the graph of a Brownian motion and bridge, respectively.
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