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Abstract

In the early 70’s, Cheeger used an isometric action of a compact Lie group G with a
biinvariant metric b on a Riemannian manifold pM,hq to create a parametrized family
of metrics phGt qtą0 on M which shrinks the orbits G ¨ p. According to the Gray-O’Neill
Formula applied to the orbital submersions ρ : pM ˆG, h` 1

t bq Ñ pM,hGt q, the Cheeger
metrics don’t carry a lower sectional curvature than the respective ones on M ˆG. This
construction discloses new non-negatively or even positively curved manifolds.

This thesis first details the technical aspects of the Cheeger deformation following Müter’s
approach and, as an illustration of this process, we explore the example of the rotation
of C through an S1-action. We then expose some properties of the sectional curvatures
sechGt compared to the initial one sech. In the last chapter, we discuss the Lawson-Yau
Theorem (1974) stating that a compact manifold with a non-abelian symmetry always
admits a Riemannian metric of strictly positive scalar curvature. In 2018, Cavenaghi and
Sperança found a more intuitive proof of this result by using Cheeger deformations. A
concrete formula for the scalar curvatures scalhGt developped through all the accumulated
knowledge plays a crucial role in their argumentation.
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Introduction

This thesis covers two relatively recent discoveries in Riemannian Geometry, namely the
Cheeger deformations - a detection method of some new nonnegatively curved metrics -, and
the Lawson-Yau Theorem - proving the existence of a metric of positive scalar curvature
on compact and connected manifolds on which a compact, connected and non-abelian Lie
group acts smoothly. But let’s first briefly explain the different notions of curvatures.

A manifoldM always admits a Riemannian metric h, allowing convenient measures of angles
and lengths of curves on M . A goal of Riemannian Geometry is to compare the geometrical
aspects of pM,hq with the ones of the euclidean space Rn equipped with the standard
inner product heuc. This can be done through the sectional curvature sech, which catches
some information about the "acceleration" of h compared to heuc. This interpretation is
illustrated by the so-called geodesics, the curves linking two points in the most direct way,
that is by minimizing the distances. By definition, their trajectory is entirely determined
by the chosen metric. Roughly speaking, on a manifold with a positively curved metric,
geodesics with slight different directions get closer, while with a negatively curved metric,
these curves would move away from each other. Riemannian manifolds of positive and
negative sectional curvature can be depicted through the sphere S2 Ă R3 endowed with the
round metric ι˚heuc and the hyperbolic manifold pH2, hhypq, respectively.

Note that these two examples are so-called space forms, i.e. manifolds of constant sectional
curvature. However, for more general manifolds, this quantity is only a local property in
the sense that its amplitude and even its sign can differ from a point to another, but of
course in a smooth manner. In addition, the sectional curvature is defined on 2-planes
which means that it may be positive for some pairs of tangent vectors and negative for
others when the manifold dimension exceeds 2.

Some general results have been formulated on metrics of negative sectional curvature or
negative Ricci curvature, a notion derived from sec. As an example, the Cartan-Hadamard
Theorem states that the Euclidean space is the universal cover of any complete Riemannian
manifold of nonpositive sectional curvature via the exponential map [Car92, Chapter 7,
Theorem 3.1]. In this situation, the fundamental group contains all topological information.
More recently, Lohkamp proved that manifolds of dimension at least 3 always admit a
metric of negative Ricci curvature [Loh94].

Contrary to the above statements, results on positive and nonnegative sectional curvature
often need some very specific assumptions and therefore concern a limited number of
manifolds. One can ask what is the topological significance of metrics of positive sec-
tional curvature. For example, the Bonnet-Schoenberg-Myers Theorem (1935) states that
a complete Riemannian manifold with this property is automatically compact [Ber03,
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Theorem 62]. However, as remarked by Yau in 1982, it is not known whether a compact
and simply connected manifold endowed with a metric of nonnegative sectional curvature
also admits a metric of positive sectional curvature [Ber03, Fact 325]. Gromoll and Meyer
also demonstrated an interesting result : if a manifold M admits a non-compact complete
and positively curved metric h, then a diffeomorphism exists between Rn and M [GW69].

One sometimes uses a well-known Riemannian manifold pM̂, ĥq to study the possible metrics
that another one, M , can admit. A convenient tool in this direction is the Gray-O’Neill
Formula (1966-67) which studies the relation between the sectional curvatures of the total
and the base spaces of a Riemannian submersion π : pM̂, ĥq Ñ pM,hq :

secpV,W q “ secpV̂ , Ŵ q `
3

4
}rV̂ , Ŵ sV}2

ĥ
,

where V,W P XpMq are orthonormal vector fields with horizontal lifts V̂ , Ŵ P XpM̂q.
Hence, the base space carries not lower curvature than the total space.

Based on this formula and inspired by the Berger spheres, Cheeger developed in 1973 a
method allowing some Riemannian manifold pM,hq to - possibly - increase its sectional
curvature whenever a compact Lie group G acts isometrically on it [Che73]. The idea consists
in the construction of a new isometric G-action on the product manifold pM ˆG, h` 1

t bq,
where t ą 0 is a variating parameter and b is a biinvariant metric. The resulting orbital
submersions1, ρ : pM ˆG, h` 1

t bq Ñ pM,hGt q – p
M ˆG{G, h̄

G
t q, create a smooth variation

of Riemannian metrics thGt utą0 onM . This Cheeger deformation hÑ hGt has the interesting
property to shrink along the orbits - the vertical directions - while letting horizontal spaces
unchanged. The point of this method is to discover new nonnegatively curved metrics by
using the key property that the biinvariant metrics carry nonnegative sectional curvature.

The first part of this thesis details the Cheeger method in three chapters by following the
1987’s Phd thesis of Müter [Mü87]. To ease understanding of quite specialized concepts,
basic tools of Riemannian Geometry and Lie groups Theory are recalled in Appendices A
and B, respectively. The notions defined in this part are mainly based on the taken notes
of the lectures [Gon17], [Bau16] and [Des18] given at the University of Fribourg.

Chapter 1 is dedicated to concepts related to the Gray-O’Neill Formula, as well as its
implications on the homogeneous manifolds. In Chapter 2, we explore the essential link
between the manifold at hand and the Lie group acting on it. Indeed, elements x of the
Lie algebra g generate vector fields X˚ on M through the G-action. These are called
the action fields on M and are tangent to the orbits. Each tangent space TpM can also
split into a vertical space Vp - made up of the tangent vectors of the form X˚ppq - and
its orthogonal component, the horizontal space Hp. The relation between the metrics b
and h are highlighted by the orbit tensor S. At last, the construction of Cheeger properly
speaking only appears in Chapter 3 but a concrete example of the rotation of C through an
S1-action illustrates all abstract notions introduced so far.

In Chapter 4, we present some of the curvature characteristics of the Cheeger metrics hGt ,
notably the existence of a lower bound for sechGt but also some conditions for a positive
scalar curvature scalhGt . Proofs of this section come from [DG19, Section 5.1]. We then
undertake a more advanced analysis on the additional term ζt appearing in the computation

1The orbital submersions are the Riemannian submersions built from the quotient map of the considered
action.
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of sechGt as a function of the original sectional curvature sech. Several years after Müter’s
work, Wolfgang Ziller wrote a concise summary of the Cheeger construction and exposed
main conclusions, as well as some further applications and specific results [Zil06].

In the sequel, we’ll rather focus on the scalar curvature in the Cheeger metrics hGt , that’s
why we briefly define this notion here. The scalar curvature scal of a Riemannian manifold
pM,hq assigns a real number to each point p of M by taking some sort of averaging of the
sectional curvature over the different directions. To be precise :

scalppq :“ 2
ÿ

1ďiăjďn

secpei, ejq,

where pe1, ..., enq is an orthonormal basis of TpM .

In a sense, scal loses some information compared to sec, but it possess some useful utilization
to measure how the volume of the ball Bpprq Ă M centered at p and with radius r ą 0
differs from the one of the euclidean unit ball Bep1q Ă Rn [GHL04, Theorem 3.98] :

vol
`

Bpprq
˘

“ rn ¨ vol
`

Bep1q
˘

¨
`

1´
scalppq

6pn` 2q
¨ r2 ` opr2q

˘

.

If we think again of the sphere S2 which has positive scalar curvature, the volume of a
calotte - a portion of the sphere - has some missing "matter" compared to a disc in R2,
since it grows slower with the radius r than in the flat space. Intuitively, if we try to flatten
this shape, it would tear at some places.

The final aim of this thesis, developed in Chapter 5, is to prove the Lawson-Yau Theorem
[LY74], which states that if a compact, connected and non-abelian Lie group G acts
effectively and isometrically on a compact and connected Riemannian manifold pM,hq,
then M admits a metric of positive scalar curvature.

Cavenaghi and Speranças’s article [CS18] gives an alternative proof of this statement
through Cheeger deformations. We follow their approach to explore a concrete formula of
the scalar curvature for the Cheeger metrics hGt . Each of the three components involved in
this formula plays a central role in the proof of the Lawson-Yau Theorem to find a Cheeger
metric of positive scalar curvature. The first component can be bounded from below by a
compactness argument, while the other two diverge either if we look at singular or regular
points. Hence, for both kinds of points, there exists a tp ą 0 with scalhGt ppq ą 0 for all
t ą tp, p PM . Again, by a compactness argument, a common lower bound exists for the
parameters t to obtain scalhGt ą 0.
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Chapter 1

Isometric actions on Riemannian
manifolds

This first chapter introduces some basic elements entailed in the Cheeger construction,
requiring two Riemannian manifolds related by a special submersion.

1.1 Riemannian submersions and Gray-O’Neill formula

We first consider a submersion π : M̂ Ñ M between two connected manifolds, i.e. the
following holds :

(i) π is smooth ;

(ii) its differential dπp̂ : Tp̂M̂ Ñ Tπpp̂qM is surjective @p̂ P M̂ .

As a consequence, dim M̂ ě dimM .

Remark 1.1. In this thesis, we will always assume a submersion to be surjective.

Several notions are related to this map :

Definitions 1.2 - Fiber & vertical/horizontal space

For p PM , the fiber at p Fp :“ π´1ppq forms a submanifold of M̂ by the Submersion
Theorem. All together the fibers form the foliation F :“ pFpqpPM .

We now endow M̂ with a metric ĥ, which allows us to break each tangent space Tp̂M̂ ,
p̂ P M̂ , down into two components :

• the (π-)vertical space at p̂ : Vp̂ :“ Tp̂Fπpp̂q “ kerpdπp̂q ;

• the (π-)horizontal space at p̂ : Hp̂ :“ VKp̂ :“
!

ŵ P Tp̂M̂ | ĥp̂pv̂, ŵq “ 0 @v̂ P Vp̂
)

.

Hence,
Tp̂M̂ “ Vp̂ ‘Hp̂.
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CHAPTER 1. ISOMETRIC ACTIONS ON RIEMANNIAN MANIFOLDS

and each tangent vector v̂ P Tp̂M̂ splits into its vertical and horizontal components :

v̂ “ v̂V ` v̂H with v̂V P Vp̂ and v̂H P Hp̂.

This distinction forms :

• the (π-)vertical distribution : V :“ pVp̂qp̂PM̂ ;

• the (π-)horizontal distribution H :“ pHp̂qp̂PM̂ .

M̂

p̂
‚

Fp

Tp̂M̂

Hp̂

Vp̂

π

M πpp̂q “: p
‚

We denote by Xp¨q the Lie algebra of the vector fields of a manifold.

Definition 1.3 - Horizontal lift

Since the restriction dπp̂
ˇ

ˇ

Hp̂
is an isomorphism for all p̂ P M̂ , to every X P XpMq

corresponds a horizontal lift X̂ P XpM̂q, i.e. for all p̂ P M̂ :

• X̂ is horizontal in all points : X̂ pp̂q P Hp̂ ;

• X̂ and X are π-related : dπp̂
`

X̂pp̂q
˘

“ X
`

πpp̂q
˘

.

The same result exists for curves in M .

Let’s now also endow the base space M with a metric h. Then, there may exist a stronger
relation between the Riemannian manifolds pM̂, ĥq and pM,hq than a mere submersion :

Definition 1.4 - Riemannian submersion

One calls a map π : pM̂, ĥq Ñ pM,hq a Riemannian submersion if

(i) π : M̂ ÑM is a submersion ;

(ii) the restricted differential dπp̂ |Hp̂
is an isometry for all p̂ P M̂ , i.e. if we denote

by X̂ and Ŷ the horizontal lifts of X,Y P XpMq, then :

ĥp̂pX̂, Ŷ q “ hπpp̂qpX,Y q.

In this case, h is called submersion metric.
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CHAPTER 1. ISOMETRIC ACTIONS ON RIEMANNIAN MANIFOLDS

We denote by Ô and O the Levi-Civita connections for pM̂, ĥq and pM,hq, respectively.

Let’s construct two vector fields tensors on M̂ :

Definitions 1.5 - Tensors related to a Riemannian submersion

Let X̂, Ŷ P XpM̂q.

We define :

• the second fundamental tensor of the fibers T :

TX̂ Ŷ :“
´

ÔX̂V Ŷ
V
¯H
`

´

ÔX̂V Ŷ
H
¯V

;

• the O’Neill tensor A :

AX̂ Ŷ :“
´

ÔX̂H Ŷ
V
¯H
`

´

ÔX̂H Ŷ
H
¯V

.

Proposition 1.6

Let π : pM̂, ĥq Ñ pM,hq be a Riemannian submersion ;
X̂, Ŷ P XpM̂qH, where XpM̂qH denotes the set of horizontal vector fields on M̂ .

Then the following identity holds :

AX̂ Ŷ “
1

2

”

X̂, Ŷ
ıV
.

To prove it, we first need some more basic properties :

Lemma 1.7

We consider a Riemannian submersion π : pM̂, ĥq Ñ pM,hq ;
a vertical vector field V̂ P XpM̂qV ;
some X,Y P XpMq with horizontal lifts X̂, Ŷ P XpM̂qH.

Then :

(i) rV̂ , X̂s is vertical ;

(ii) The Lie derivative1 of ĥ in the direction V̂ vanishes at pX̂, Ŷ q :
`

LV̂ ĥ
˘

pX̂, Ŷ q “ V̂ ĥpX̂, Ŷ q “ 0 ;

(iii) ĥ
´

rX̂, Ŷ s, V̂
¯

“ 2ĥ
´

ÔX̂ Ŷ , V̂
¯

“ ´2ĥ
´

ÔV̂ X̂, Ŷ
¯

“ 2ĥ
´

ÔŶ V̂ , X̂
¯

;

(iv) ÔX̂ Ŷ “ zOXY ` 1
2 rX̂, Ŷ s

V
, with zOXY horizontal lift of OXY .

1See Definition A.15
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CHAPTER 1. ISOMETRIC ACTIONS ON RIEMANNIAN MANIFOLDS

Proof 1.7:

Ad (i) : We know that dπpV̂ q “ 0 since V̂ vertical.

Thus, by Naturality of Lie brackets (Proposition A.9):

dπp̂

´

rX̂, V̂ spp̂q
¯

“

”

dπp̂pX̂pp̂qq, dπp̂pV̂ pp̂qq
ı

“ rX pπpp̂qq , 0p̂s “ 0p.

ñ rX̂, V̂ spp̂q P kerpdπp̂q “ Vp̂ @p̂ P M̂ .

ñ rX̂, V̂ s P XpM̂qV .

X

Ad (ii) :

LV̂ ĥpX̂, Ŷ q :“ V̂ ĥpX̂, Ŷ q ´ ĥ
´

rV̂ , X̂s, Ŷ
¯

looooooomooooooon

“ 0 by piq and
orthogonality

´ ĥ
´

X̂, rV̂ , Ŷ s
¯

looooooomooooooon

“ 0 by piq and
orthogonality

“ V̂ ĥpX̂, Ŷ q.

Now, since π is a Riemannian submersion, we have :

ĥpX̂, Ŷ qpp̂q “ hpX,Y qppq @p PM and @p̂ P π´1ppq.

ñ ĥpX̂, Ŷ q stays constant in vertical directions.

ñ LV̂ ĥpX̂, Ŷ q “ V̂ ĥpX̂, Ŷ q “ 0.

X

Ad (iii) : We simply use the Koszul formula :

2ĥpÔX̂ Ŷ , V̂ q “ X̂ ĥpŶ , V̂ q
looomooon

“ 0 by
orthogonality

` Ŷ ĥpV̂ , X̂q
looomooon

“ 0 by
orthogonality

´ V̂ ĥpX̂, Ŷ q
loooomoooon

piiq
“ 0

` ĥ
´

rX̂, Ŷ s, V̂
¯

´ ĥ
´

rŶ , V̂ s, X̂
¯

looooooomooooooon

“ 0 by piq and
orthogonality

` ĥ
´

rV̂ , X̂s, Ŷ
¯

looooooomooooooon

“ 0 by piq and
orthogonality

“ ĥ
´

rX̂, Ŷ s, V̂
¯

.

X

We compute the other equalities similarly.

Ad(iv) :

ĥpÔX̂ Ŷ , V̂ q
piiiq
“

1

2
ĥ
´

rX̂, Ŷ s, V̂
¯

“
1

2
ĥ
´

rX̂, Ŷ sV , V̂
¯

@ V̂ P XpM̂qV .

ñ 1
2 rX̂, Ŷ s

V is the vertical component of ÔX̂ Ŷ .

Moreover, by definition zOXY is horizontal.
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CHAPTER 1. ISOMETRIC ACTIONS ON RIEMANNIAN MANIFOLDS

Claim : zOXY is the horizontal component of ÔX̂ Ŷ .

Proof of the claim :

Let Z P XpMq ;
Ẑ P XpM̂qH its horizontal lift ;
p̂ P M̂ .

Then

X̂ĥpŶ , Ẑqpp̂q “ d
´

ĥpŶ , Ẑq
¯´

X̂pp̂q
¯

π isometry
“ XhpY,Zq

`

πpp̂q
˘

. (‹)

Furthermore, by isometry and the Naturality of Lie Brackets A.9:

ĥ
´

rX̂, Ŷ s, Ẑ
¯

pp̂q “ hprX,Y s, Zq
`

πpp̂q
˘

. (‹‹)

This leads us to :

2ĥpÔX̂ Ŷ , Ẑqpp̂q
Koszul
formula
“ X̂ĥpŶ , Ẑqpp̂q ` Ŷ ĥpẐ, X̂qpp̂q ´ ẐĥpX̂, Ŷ qpp̂q

` ĥ
´

rX̂, Ŷ s, Ẑ
¯

pp̂q ´ ĥ
´

rŶ , Ẑs, X̂
¯

pp̂q

`ĥ
´

rẐ, X̂s, Ŷ
¯

pp̂q

p‹q` p‹‹q
“ XhpY,Zq pπpp̂qq ` Y hpZ,Xq pπpp̂qq

´ZhpX,Y q pπpp̂qq ` h prX,Y s, Zq pπpp̂qq

´h prY, Zs, Xq pπpp̂qq ` h prZ,Xs, Y q pπpp̂qq
Koszul
formula
“ 2hpOXY,Zq pπpp̂qq

π isometry
“ 2ĥpzOXY , Ẑqpp̂q.

ñ ĥpÔX̂ Ŷ , Ẑqpp̂q “ ĥpzOXY , Ẑqpp̂q.

Since it holds for any Ẑ P XpM̂qH, we conclude that zOXY is the horizontal
component of ÔX̂ Ŷ .

Claim
�

ñ ÔX̂ Ŷ “
zOXY ` 1

2 rX̂, Ŷ s
V .
X

�

Proof 1.6:

Using Lemma 1.7 (iv), it is straightforward to show :

1
2 rX̂, Ŷ s

V “ ÔX̂ Ŷ ´
zOXY

“ pÔX̂ Ŷ q
V ` 0

X̂ and Ŷ
horizontal
“

´

ÔX̂H Ŷ
H
¯V
`

´

ÔX̂H Ŷ V
loomoon

“ 0

¯H

loooooooomoooooooon

“ 0
“ AX̂ Ŷ .

�
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CHAPTER 1. ISOMETRIC ACTIONS ON RIEMANNIAN MANIFOLDS

Using the previous identities leads to the following essential result of Riemannian Geom-
etry, which links the sectional curvatures of the two Riemannian manifolds related by a
Riemannian submersion :

Theorem 1.8 - Gray-O’Neill Formula

Let π : pM̂, ĥq Ñ pM,hq be a Riemannian submersion ;
k̂ and k be the numerator maps involved in the sectional curvatures2 of 2-planes
for pM̂, ĥq and pM,hq, respectively ;
X,Y P XpMq ;
X̂, Ŷ P XpM̂q the horizontal lifts of X and Y , respectively.

Then,
kpX ^ Y q “ k̂pX̂ ^ Ŷ q ` 3ĥpAX̂ Ŷ , AX̂ Ŷ q

Prop. 1.6
ô kpX ^ Y q “ k̂pX̂ ^ Ŷ q `

3

4

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ
rX̂, Ŷ sV

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

ĥ
.

In particular, for p PM and an orthonormal basis
`

Xppq, Y ppq
˘

of a 2-plane σ in TpM , we
have :

secpσq ě secpσ̂q,

where σ̂ :“ span
`

X̂ppq, Ŷ ppq
˘

Ď Tp̂M̂ is the horizontal lift of σ at p̂ P π´1ppq.

It implies that the basis space pM,hq carries not lower curvature than the total space
pM̂, ĥq. Observe then that if G :“ M̂ is a compact Lie group equipped with a biinvariant
metric b :“ ĥ, by Corollary B.15, pM,hq also has non-negative curvature.

Proof 1.8:

Let again V P XpM̂qV .

Recall the following identites from Lemma 1.7 (iii) and (iv):

ĥ
´

ÔV̂ X̂, Ŷ
¯

“ ´
1

2
ĥ
´

rX̂, Ŷ s
V
, V̂

¯

; (¨)

ĥ
´

ÔX̂ V̂ , Ŷ
¯

“ ´
1

2
ĥ
´

rX̂, Ŷ s
V
, V̂

¯

; (©)

ÔX̂ Ŷ “
zOXY `

1

2
rX̂, Ŷ s

V
. («)

Observe also that the horizontal lift of dπ
´

rX̂, Ŷ s
H¯

“ dπ
´

rX̂, Ŷ s
¯

is {rX,Y s, by
Naturality of Lie Brackets.

Then it suffices to compute :

k̂pX̂ ^ Ŷ q “ ĥ
´

R̂pX̂, Ŷ qŶ , X̂
¯

“ ĥ
´

ÔX̂ÔŶ Ŷ , X̂
¯

´ ĥ
´

ÔŶ ÔX̂ Ŷ , X̂
¯

´ ĥ
´

Ô
rX̂,Ŷ sŶ , X̂

¯

2See Definition A.29

9
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(«)
“ ĥ

´

ÔX̂
zOY Y , X̂

¯

`
1

2
ĥ
´

ÔX̂rŶ , Ŷ s
V , X̂

¯

looooooooooomooooooooooon

“ 0

´ ĥ
´

ÔŶ
zOXY , X̂

¯

´
1

2
ĥ
´

ÔŶ rX̂, Ŷ s
V , X̂

¯

´ ĥ
´

Ô
rX̂,Ŷ sH Ŷ , X̂

¯

´ ĥ
´

Ô
rX̂,Ŷ sV Ŷ , X̂

¯

(¨)
(©),(«)
“ ĥ

´

{OXOY Y , X̂
¯

`
1

2
ĥ
´

rX̂, zOY Y s
V , X̂

¯

looooooooooomooooooooooon

“ 0 by orthogonality

´ ĥ
´

{OY OXY , X̂
¯

´
1

2
ĥ
´

rŶ , zOXY s
V , X̂

¯

looooooooooomooooooooooon

“ 0 by orthogonality

´
1

4
ĥ
´

rX̂, Ŷ sV , rX̂, Ŷ sV
¯

´ ĥ
´

O
{rX,Y s

Ŷ , X̂
¯

´
1

2
ĥ

ˆ

”

rX̂, Ŷ sH, Ŷ
ıV
, X̂

˙

loooooooooooooomoooooooooooooon

“ 0 by orthogonality

´
1

2
ĥ
´

rX̂, Ŷ sV , rX̂, Ŷ sV
¯

π isometry
“ hpOXOY Y,Xq ´ hpOY OXY,Xq ´ hpOrX,Y sY,Xq

´
3

4
ĥ
´

rX̂, Ŷ sV , rX̂, Ŷ sV
¯

“ h pRpX,Y qY,Xq ´
3

4
}rX̂, Ŷ sV}

2

“ kpX ^ Y q ´
3

4
}rX̂, Ŷ sV}

2
.

�

1.2 Orbital submersions

Many notions used in this section are discussed in Appendix B. We construct now a special
type of Riemannian submersion, using a Lie group G acting on a Riemannian manifold
pM,hq through µ : GˆM ÑM .

Note 1.9. From now on, all Lie groups are assumed to be compact. Then so are all the
quotient spaces G{Gp, p PM .

Theorem 1.10 - Homogeneous Space Characterization Theorem

For any p PM , the following diffeomorphism links the orbit G ¨ p of p PM with the
left coset space of the isotropy group Gp at p :

τp : G{Gp
–
Ñ G ¨ p

gGp ÞÑ g ¨ p.

Proof 1.10: See [Bre72, Corollary 1.3 p.303], [Kaw91, Theorem 3.43] or
[Lee12, Theorem 21.18].

�

10
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Furthermore note that each left coset space G{Gp is diffeomorphic to the corresponding
quotient set G{Gp. Theorem 1.10 entails that the orbits G ¨ p inherit from the compactness

of G{Gp and are closed due to the Hausdorff property of M .

Characterization of orbital submersions

We equip M̂{G with the quotient topology, i.e. the finest topology such that the quotient

map π : M̂ Ñ M̂{G is continuous :

U Ă M̂{G openô π´1pUq Ă M̂ open.

Proposition 1.11

Suppose G acts freely and isometrically on pM̂, ĥq.

Then :

(i) The orbital space M̂{G has a smooth manifold structure ;

(ii) There exists a canonical metric h on M̂{G such that the quotient map

π : pM̂, ĥq Ñ pM̂{G, hq is a Riemannian submersion, called orbital submersion.

To prove this proposition we’ll need two results :

Theorem 1.12 - Quotient Manifold Theorem

Let G be a Lie group acting smoothly, freely and properly on a smooth manifold M .

Then the quotient spaceM{G forms a smooth manifold with a unique smooth structure
making the quotient map π : M ÑM{G into a submersion.

Proof 1.12: See [Lee12, Theorem 21.10].
�

Lemma 1.13

A smooth action of a closed subgroup of IsopM,hq on a Riemannian manifold pM,hq
with closed orbits is proper.

Proof 1.13: See [AB15, Proposition 3.62].
�

Proof 1.11:
Ad (i) : Remember that a free action is effective. That’s why the homomorphism
GÑ DiffpMq, g ÞÑ µg, has a trivial kernel, where µgppq :“ µpg, pq “ g ¨p. Since G
acts isometrically on pM̂, ĥq and is compact, it is isomorphic to a closed subgroup
G̃ of IsopM̂, ĥq.

11
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By Lemma 1.13, the action is also proper. Thus, by using Theorem 1.12, we
conclude that M̂{G has a smooth structure and that the quotient map π forms a
submersion.

X

Ad (ii) : We construct a submersion metric h on M̂{G.

Let p P M̂{G ;
p̂ P π´1ppq Ă M̂ ;

v, w P TpM̂{G.

π submersion ñ Dv̂, ŵ P Hp̂ horizontal lifts of v and w.

Let simply define h such that dπp̂
ˇ

ˇ

Hp̂
becomes an isometry :

hppv, wq :“ ĥp̂pv̂, ŵq.

It remains to show the well-definition of h.

Claim : hppv, wq is independent of the chosen element of π´1ppq.

Proof of the claim :

Let p̂1, p̂2 P π
´1ppq.

By definition it means that p̂1 „ p̂2 regarding the G-action on pM̂, ĥq. Thus,
there exists g P G with

p̂2 “ g ¨ p̂1 “: φgpp̂1q.

Let v̂i, ŵi P Tp̂iM̂ for i “ 1, 2.

W.l.o.g. pdφgqp̂1 pv̂1q “ v̂2 and pdφgqp̂1 pŵ1q “ ŵ2 by the previous statement.

Then,

ĥp̂1pv̂1, ŵ1q
φg isometry

“ ĥφgpp̂1q ppdφgqp̂1pv̂1q, pdφgqp̂1pŵ1qq

“ ĥp̂2pv̂2, ŵ2q.

Claim
�

�

A straightforward example of orbital submersion appears in the context of homogeneous
manifolds, related to a geometric concept we will first introduce : the principal bundles.

12
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Fiber and principal bundles

The key idea behind fiber bundles consists of a smooth manifold which we can locally see
as a product of two other manifolds.

Definitions 1.14 - Fiber bundle

Let E, B and F be smooth manifolds ;
π : E Ñ B be a smooth surjective map.

To be called a (smooth) fiber bundle the 4-tuplet pE,B, π, F q must satisfy the
local triviality condition :

For all b P B there exists an open neighborhood Ub Ă B of b such that a
diffeomorphism φb : π´1pUbq Ñ Ub ˆ F exists and for which the following
diagram is commutative :

π´1pUbq Ub ˆ F

Ub

φb

π
proj1

We have the following terminology :

• E = the total space ;

• B = the base space ;

• F = the fiber ;

• π = the bundle projection ;

• Ub = a trivializing neighborhood ;

• tpUb, φbqub PB = the local trivialization of the bundle ;

• ψb :“ φ´1
b : Ub ˆ F Ñ π´1 pUbq = a bundle chart ;

• for b P B, π´1ptbuq – F = the fiber over b.

If there exists a global trivialization, one speaks of a trivial fiber bundle.

Examples 1.15

(i) Product manifold

A product manifold M1ˆM2 is canonically a trivial fiber bundle when projected
onto M1 or M2 with global trivialization idM1ˆM2 and that we can denote by
pM1 ˆ M2, M1, proj1,M2q :

M1 ˆM2 M1 ˆM2

M1

idM1ˆM2

proj1
proj1

13
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(ii) Möbius strip

A Möbius band has local similarities with a product space but differs by its
global shape. There exist several equivalent definitions to construct it. Here is
one of them3:

Let E :“ r0, 1s ˆ R on which we introduce the following equivalence relation „ :

p0, tq „ p1,´tq.

We simply define the Möbius strip as the quotient space M :“ E{„ :

M is the total space of a fiber bundle pM,S1, π,Rq4.
In comparison with previous example, the "normal band" corresponding to
Möbius strip - i.e. without twist - would be simply the infinite cylinder S1 ˆ R,
which is a trivial fiber bundle. But for M , only local trivializations exist.
Therefore the Möbius bundle is non-trivial.

Often some fiber bundles have peculiarities as to how local trivializations stick together,
using smooth actions by a Lie group :

Definitions 1.16 - G-bundle & principal bundle

To the elements introduced for a fiber bundle pE,B, π, F q let’s add a Lie group G,
the structure group, acting smoothly and freely from the right on the fiber F , and
trivially from the right on the B-component of Ub ˆ F .

pE,B, π, F q is named G-bundle if additionally for all b1, b2 P B, there exists a smooth
map fb1b2 : Ub1 X Ub2 Ñ G, called transition map, such that the following holds for
all x P π´1 pUb1 X Ub2q :

φb2pxq “ φb1pxq ¨ fb1b2
`

πpxq
˘

.

Furthermore, one speaks of principal G-bundle pE,B, π,Gq if among all other
conditions the fiber F is G, or equivalently if G acts freely and transitively on F .

3See [GHL04, Exercise 1.11]. A different and very complete description of the Möbius bundle can be
found in [Lee12, Example 10.3].

4See [Kaw91, Example 2 p.65]
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E

π´1 pUb1q π´1 pUb2q

‚x

π

B
b1
‚

Ub1

b2
‚

Ub2

‚
πpxq

φb1

φb2

Ub1 ˆG Ub1 ˆG

φb1pxq‚

φb2pxq‚

fb1b2 pπpxqq ¨

fb1b2

G

‚fb1b2 pπpxqq

The matching condition between local trivializations of a principal G-bundle can be
expressed in terms of bundle charts :

Lemma 1.17 - Matching condition equivalence (principal bundles)

Let’s use the notations of Definition 1.16.

We fix x P π´1pUb1q X π
´1pUb2q.

Let b :“ πpxq P B ;
g1, g2 P G such that φbipxq “ ψ´1

bi
pxq “ pb, giq, i “ 1, 2.

Then

φb2pxq “ φb1pxq ¨ fb1b2pbq (‹)
ô

ψb1pb, g1q “ ψb2
`

b, g1 ¨ fb1b2pbq
˘

. (‹‹)

Proof 1.17:

ñ : x “ xô ψb1pb, g1q “ ψb2pb, g2q
p‹q
“ ψb2

`

b, g1 ¨ fb1b2pbq
˘

. X

ð : φb2pxq “ ψ´1
b2
pψb1pb, g1qq

p‹‹q
“ pb, g1 ¨ fb1b2pbqq “ φb1pxq ¨ fb1b2pbq. X

�

We commonly use the alternative notation GÑ E
π
Ñ B for a principal G-bundle, which

suggests a G-action on E. We even observe the following equivalence: a fiber bundle
pE,B, π,Gq becomes principal with structure group G if and only if its fibers correspond
to the orbits of a free proper left action on E. In this case, the orbit space is simply B.

15
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Proposition 1.18 - Underlying action of a principal bundle

A principal G-bundle GÑ E
π
Ñ B admits an underlying free proper G-action from

the left : µ : Gˆ E Ñ E whose orbits coincide with the fibers of the bundle.

Proof 1.18: Based on [AB15, Proposition 3.33].

Let x P E.

Define b :“ πpxq P B and g P G such that x “ ψαpb, gq P π
´1 pUαq for a local

trivialization pUα, ψ´1
α q.

Recall that G acts freely and properly on Uα ˆG from the right by

py, g1q ¨ g2 :“ py, g1 ¨ g2q,

because right multiplication is trivially free and proper.

Let’s simply construct µ : Gˆ E Ñ E as follows :

µpg, xq :“ ψα
`

g ¨ ψ´1
α pxq

˘

“ ψαpb, g ¨ gq

Claim: The definition of µ is independent of the bundle chart.

Consider another suitable local trivialization pUβ, ψ´1
β q and define g̃ P G

such that x “ ψβpb, g̃q P π
´1 pUβq.

By the matching conditions required for a principal bundle, g and g̃ are
related by right multiplication with fβαpbq and then :

pb, gq “
`

b, g̃ ¨ fβαpbq
˘

. (‹)

Finally :
ψβ

`

g ¨ ψ´1
β pxq

˘

“ ψβpb, g ¨ g̃q

Lemma
“

1.17
ψα

`

b, pg ¨ g̃q ¨ fβαpbq
˘

“ ψα

´

g ¨
`

b, g̃ ¨ fβαpbq
˘

¯

p‹q
“ ψα

`

g ¨ pb, gq
˘

“ ψα
`

g ¨ ψ´1
α pxq

˘

“ µpx, gq.
Claim
�

The facts that G acts properly and freely on E and that the orbits coincide with
the fibers of π come directly from the definition of µ.

�

Conversely :

Theorem 1.19

Given a free proper left (or right) action µ : GˆM ÑM , the orbit space M{G admits
a smooth structure which gives rise to the principal G-bundle GÑM

π
Ñ M{G.

16
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Proof 1.19: See [AB15, Theorem 3.34] for a sketch.
�

A special notion appears in the context of principal fiber bundle : the twisted spaces.

Twisted spaces

First, for a Lie group G, we write 4G :“ tpg, gq P GˆGu – G.

Definition 1.20 - Twisted space

Let GÑ E
π1
Ñ B be a principal G-bundle with underlying free proper left G-action

µ1 : Gˆ E Ñ E;
F be a smooth manifold with a right G-action µ2 : F ˆGÑ F .

From µ1 and µ2, we construct the diagonal action µ : 4Gˆ pE ˆ F q Ñ E ˆ F by :

µ
`

g, px, fq
˘

:“
`

µ1pg
´1, xq, µ2pf, gq

˘

.

The orbit space of µ is called the twisted space that we write :

E ˆG F :“
 

rx, f s | x P E, f P F
(

.

Theorem 1.21

The twisted product E ˆG F admits a smooth structure and generates a G-bundle
F Ñ E ˆG F

π
Ñ B called the associated bundle with fiber F.

Proof 1.21: See [AB15, Theorem 3.51] for a sketch.
�

Lemma 1.22

Let M be a smooth manifold ;
G be a Lie group, acting freely and properly on M and by right translation on
itself.

Then we obtain the following diffeomorphism :

M ˆG G –M.

Proof 1.22:
Consider the following map :

ρ̄ : M ˆG G Ñ M
rm, gs “ rg´1 ¨m, es ÞÑ g´1 ¨m.

We easily check that ρ̄ is surjective, injective and smooth. Moreover, the inverse
map ρ̄´1 : m ÞÑ rm, es has these same properties.

�
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Homogeneous manifolds

Recall from Definition B.9 that if a Lie group G acts transitively and by isometries on a
Riemannian manifold pM,hq, we call it homogeneous. This subsection aims to construct
such a manifold and to use it to illustrate the Gray-O’Neill formula.

Let pG, bq be a Lie group together with a biinvariant metric ;
H Ă G be a closed subgroup acting freely and properly on G by right translation ;
π : GÑ G{H the canonical projection.

Remark 1.23. H is a Lie subgroup by the Closed Subgroup Theorem5.

Remark 1.24. According to Theorem 1.19, the right translation of H on G gives rise to a
principal bundle H Ñ G

π
Ñ G{H.

If we refer to Proposition 1.11, there exists a metric b̃ on G{H making

π : pG, bq Ñ pG{H, b̃q,

into an orbital submersion.

We now introduce the left translation of G over G :

ψ : GˆG Ñ G
pg1, g2q ÞÑ g1 ¨ g2.

ψ induces a left action on G{H :
sψ : Gˆ pG{H, b̃q Ñ pG{H, b̃q

pg1, rg2s
loomoon

“g2H

q ÞÑ rg1 ¨ g2s
loomoon

“pg1¨g2qH

.

Lemma 1.25

G{H is a homogeneous G-manifold, i.e. G acts by isometries on pG{H, b̃q.

Proof 1.25:
The left translation ψ being smooth and transitive, sψ inherits these properties.
Furthermore, G ñ

´

G{H, b̃
¯

isometrically since ψ is an isometry and π is a
Riemannian submersion.

�

Definition 1.26 - Normal homogeneous

We call b̃ normal homogeneous when it is not only homogeneous but it also results
from a biinvariant metric b.

5See [Lee12, Theorem 20.12]
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As mentioned after the Gray-O’Neill Formula 1.8 :

Proposition 1.27

A normal homogeneous metric has non-negative curvature.

Proof 1.27:
Consider the previous orbital submersion π : pG, bq Ñ pG{H, b̃q.

Let X̃, Ỹ P X
´

G{H

¯

and denote by X,Y their horizontal lift in XpGq.

Then, by the Gray-O’Neill Formula 1.8:

k̃
´

X̃ ^ Ỹ
¯

“ kpX ^ Y q ` 3 ¨ b pAXY,AXY q

Prop. B.14
and 1.6
“ 1

4}rX,Y s}
2 ` 3

4}rX,Y s
V}2

ě 0.

�

Suppose now that a Lie group G acts isometrically and transitively on a Riemannian
manifold pM,hq, that is it acts homogeneously.

We fix a point p PM and observe that the orbit map µp : GÑM, g ÞÑ g ¨p, is a submersion
by Theorem 1.10 since π is:

G

G{Gp G{Gp G ¨ p “M

π µp

– –

τp

Remark 1.28. This little example shows that any homogeneous G-manifold can be
represented through a non-unique orbital space.
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Chapter 2

Action fields

2.1 Lie exponential map

Let G be a fixed Lie group.

Lemma 2.1

Let x P g “ TeG.

Then, there exists a unique 1-parameter subgroup γx : RÑ G being the integral curve
of the left-invariant vector field XL P XpGq

L generated by x, i.e. the following holds
for all t P R:

9γxptq “ XL

`

γxptq
˘

,

with
XLpgq :“ pdLgqepxq,

where Lg : GÑ G, rg ÞÑ g ¨ rg is the left translation by g P G.

Proof 2.1:

Existence and uniqueness of the integral curve :

Due to the compactness of G, the left-invariant vector field XL has a global
flow1 :

θ̃ : pR,`q Ñ pDiffpGq, ˝q

t ÞÑ
θt : G Ñ G

g ÞÑ θpt, gq.

Let’s recall the main property of θ :
B

Bt

ˇ

ˇ

ˇ

t“0
θpt, gq “ XLpgq @g P G. (‹)

We define
γxptq :“ θpt, eq,

1See Definition A.6
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and verify for t0 P R :

9γxpt0q “ B
Bt

ˇ

ˇ

ˇ

t“t0
θpt, eq “ B

Bs

ˇ

ˇ

ˇ

s“0
θpt0 ` s, eq

“ B
Bs

ˇ

ˇ

ˇ

s“0
θ
`

s, θpt0, eq
˘ p‹q
“ XL

`

θpt0, eq
˘

“ XL

`

γxpt0q
˘

.

The unicity comes from the Fundamental Theorem for Autonomous ODE’s2 if
we look the initial value problem in local charts of G.

γx being a 1-parameter subgroup :

Let’s analyze the following curves for any s P R:

ξ1 : R Ñ G and ξ2 : R Ñ G
t ÞÑ γxps` tq t ÞÑ γxpsq ¨ γxptq

We denote by Lg the left translation map on G by g P G.
We then obtain for all t P R :

9ξ1ptq “ d
dtγxps` tq “ X

`

γxps` tq
˘

“ X
`

ξ1ptq
˘

,

and

9ξ2ptq “ d
dtγxpsq ¨ γxptq

chain
rule
“

`

dLγxpsq
˘

γxptq
˝ d
dtγxptq

“
`

dLγxpsq
˘

γxptq
pXpγxptqqq

Xleft-
invariant
“ X pγxpsq ¨ γxptqq

“ X
`

ξ2ptq
˘

.

Since ξ1 and ξ2 are both integral curves for X with the same initial condition
ξ1p0q “ ξ2p0q “ γxpsq, we conclude that ξ1 “ ξ2.

�

This curve γx is used to define a map linking a Lie group G with its Lie algebra g :

Definition 2.2 - Lie exponential map

The Lie exponential map of G is defined as :

exp : g Ñ G
x ÞÑ γxp1q.

Properties 2.3 - Lie exponential map

The following holds for all X P g and for all t P R :

(i) expptxq “ γxptq ;

(ii) expp´txq “ expptxq´1 ;

(iii) exppt1x` t2xq “ exppt1xq ¨ exppt2xq ;

(iv) exp is a local diffeomorphism, i.e. D open neighborhood U of 0g P TeG “ g with
e P exppUq such that exp|U : U Ñ exppUq is a diffeomorphism.

2See [Lee12, Theorem D.1 (b)]
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Proof 2.3: See [AB15, Proposition 1.30].

The property (iv) is due to the smoothness of exp and the fact that the differential
pd expq0g “ idg after identification of T0g pTeGq with TeG “ g.

�

2.2 Action fields

Let’s come back to the context of a smooth G-action on a manifold M : µ : GˆM ÑM .
The next definition shows that each left-invariant vector field on G induces a smooth vector
field on M , coherent with the action structure by using the exponential map :

Definitions 2.4 - Action field & infinitesimal generator

Every x P g induces a smooth vector field X˚ P XpMq, called action field, defined at
each point p PM as follows :

X˚ppq :“
d

dt

ˇ

ˇ

ˇ

t“0
µ
`

expptxq, p
˘

.

We define the infinitesimal generator of µ as the map assigning the action field to
every x P g :

˚ : g Ñ XpMq
x ÞÑ X˚.

Remark 2.5. Action fields are examples of Killing vector fields for Riemannian manifolds
pM,hq, as defined in Section B.5. That’s why we sometimes call it the corresponding
Killing vector field to x P g.

There exists another definition (e.g. in [Vog15]), involving orbit maps3 µp. However, these
two expressions are equivalent.

Proposition 2.6

For x P g and for p PM :
X˚ppq “ pdµpqe pxq.

Proof 2.6: Adapted from [SA08, Proposition 2.10].

Let g P G ;
x P g ;
XR P XpGq the right-invariant vector field generated by x, which is defined by
XRprgq :“ dR

rgpxq for all rg P G, where R
rg is the right translation map by rg ;

p PM .

3See Definitions B.8
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Then
pdµpqg pXRpgqq “ dµpg,pqpdRgpxq, 0pq

“ dµpg,pq

”

d
dt

ˇ

ˇ

ˇ

t“0
pexpptxq ¨ g, pq

ı

Chain
rule
“ d

dt

ˇ

ˇ

ˇ

t“0
µpexpptxq ¨ g, pq

“ d
dt

ˇ

ˇ

ˇ

t“0
µpexpptxq, g ¨ pq

“ X˚pg ¨ pq.

In particular, for g “ e :

pdµpqe pXRpeqq “ pdµ
pqe pxq “ X˚ppq.

�

Let’s illustrate this new correspondance between vector fields in G and in M :

Example 2.7 - Action field

We consider the natural action µ : S1 ˆ S2 Ñ S2 by rotation :

γx

S1

‚e “ 1

x

‚
g

XLpgq

µp

S2

‚
p

X˚ppq
‚
g ¨ p

X˚pg ¨ pq

rps

Proposition 2.8

The infinitesimal generator of µ, ˚ : gÑ XpMq, is a Lie algebra antihomomorphism,
i.e. :

˚ prx, ysq “: rX,Y s˚ “ ´rX˚, Y ˚s ,

for all x, y P g.

Proof 2.8: Based on [Lee12, Theorems 20.15 and 20.18].

Let x, y P g which generate the right-invariant vector fields XR, YR P XpGq
R;

p PM and its orbit map µp : GÑM, g̃ ÞÑ g̃ ¨ p;
g P G and the right translation map Rg : GÑ G, g̃ ÞÑ g̃ ¨ g ;
q :“ g ¨ p “ µppgq and its orbit map µq.
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¬ Claim : ˚ is a linear map.

Define the curve
γ : R Ñ G

t ÞÑ expptxq,

whose initial velocity is

γ1p0q “
d

dt

ˇ

ˇ

ˇ

t“0
expptxq “ pd expq0

looomooon

“idg

˝
d

dt

ˇ

ˇ

ˇ

t“0
tx

looomooon

“x

“ x.

Hence,

X˚ppq “
d

dt

ˇ

ˇ

ˇ

t“0
expptxq ¨ p “ pµp ˝ γq1 p0q

γp0q“e
“

γ1p0q“x
pdµpqepxq.

Since a differential is linear, X˚ppq depends linearly on x, for any p PM .
Thus ˚ is linear.

X

 Claim : XR and X˚ are µp-related.

pg̃ ¨ gq ¨ p “ g̃ ¨ q @g̃ P G

ô µp ˝Rgpg̃q “ µqpg̃q @g̃ P G

ô µp ˝Rg “ µq

Hence,
X˚pµppgqq “ X˚pqq

Prop. 2.6
“ pdµqqepxq

“
`

dpµp ˝Rgq
˘

e
pxq

Chain
rule
“ pdµpqg ˝ pdRgqepxq

“ pdµpqg
`

XRpgq
˘

.

X

® Claim : rXR, YRs is µp-related to rX˚, Y ˚s.

This result comes directly from the Naturality of Lie Brackets A.9. Since
XR and YR are µp-related to X˚ and Y ˚, respectively, then :

pdµpqg rXR, YRs pgq “ rX
˚, Y ˚s pg ¨ pq @g P G.

X

¯ Claim : rX˚, Y ˚s ppq “ ´rX,Y s˚ppq.

rX˚, Y ˚s ppq
®
“ pdµpqe rXR, YRs peq

Prop. B.7
“ ´pdµpqe

`

rXL, YLs peq
˘

“ ´ ˚
`

rXL, YLs peq
˘

ppq

“ ´rX,Y s˚ppq

X

�
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2.3 Splitting of tangent spaces and orbit tensors

Consider a smooth action µ of a Lie group G on a Riemannian manifold pM,hq.

In a similar way as for Riemannian submersions, we proceed to an orthogonal decomposition
of each tangent space:

Definition 2.9 - Vertical and horizontal spaces

We split the tangent space TpM , p PM into :

• The vertical space = the tangent space of the orbit at p :

Vp :“ Tp pG ¨ pq “ tX
˚ppq | x P TeGu ;

• The horizontal space = its orthogonal complement :

Hp :“ TpM a Vp “ tξ P TpM | hpξ,Vpq “ 0u .

Consequently, for each tangent vector v P TpM there exists some x P g “ TeG
and a unique ξ P Hp with v “ X˚p

loomoon

“:vV

` ξ
loomoon

“:vH

. Furthermore, if µ is free, x is

uniquely determined by v.

Remark 2.10. The dimensions of orbits and thus of their tangent spaces may vary with
p PM . As a result, we can’t define vertical and horizontal distributions.

We now equip G with a biinvariant metric b and suppose the action µ to be isometric. We
introduce a link between metrics b on G and h on M :

Definition 2.11 - Orbit tensor

We define the orbit tensor S of the action of pG,bq on pM,hq by

b
`

Sppqx, y
˘

“ h
`

X˚ppq, Y ˚ppq
˘

,

for all p PM , x, y P g, and with Sppq : gÑ g a self-adjoint homomorphism.

Let gp Ď g denote the Lie algebra of the isotropy group Gp Ď G and mp its orthogonal
complement in g with respect to b, for all p PM .

Remark 2.12. gp “ tx P g | X
˚ “ 0u.

Lemma 2.13

Sppq
ˇ

ˇ

ˇ

mp
: mp Ñ mp is a self-adjoint automorphism, for all p PM .
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Proof 2.13:

Let p PM .

Sppqpmpq Ď mp: Let x P mp and y P gp.

Then b
`

Sppqx, y
˘

“ h
`

X˚ppq, Y ˚ppq
˘

“ h
`

X˚ppq, 0p
˘

“ 0.

Self-adjoint: By symmetry of h.

Linearity: Because ˚ is linear.

Injectivity: ker
´

Sppq
ˇ

ˇ

mp

¯

“ tx P mp | Sppqx “ 0gu

“
 

x P mp | b
`

Sppqx, y
˘

“ h
`

X˚ppq, Y ˚ppq
˘

“ 0 @y P g
(

“ tx P mp | X
˚ppq “ 0pu

“ mp X gp

“ t0gu .

Surjectivity: Comes from the injectivity and the finite dimension of mp Ď g.

�

Remark 2.14. The restriction ˚
ˇ

ˇ

mp
: mp Ñ Vp is an isomorphism for all p PM .We conclude

that each X˚ppq P Vp determines a unique Sppqx P mp, for x P mp, which allows us to define
the following map (also denoted by Sppq) :

Lemma 2.15

For any p PM , the well-defined map

Sppq : Vp Ñ Vp
X˚ppq ÞÑ pSXq˚ppq :“ ˚ pSppqxq ppq,

is an isomorphism.

Proof 2.15:

Linearity: Trivial since the maps Sppq : mp Ñ mp and ˚ : g Ñ XpMq both are
linear.
Injectivity: ker pSppqq “

 

X˚ppq P Vp | pSxq˚ ppq “ 0p
(

“ tX˚ppq P Vp | h ppSXq˚ppq, Y ˚ppqq “ 0 @y P mpu

h and b
“

symmetric
tX˚ppq P Vp | b pSppqx, Sppqyq “ 0 @y P mpu

“ tX˚ppq P Vp | Sppqx “ 0gu

Sppq :mpÑmp
“

injective
tX˚ppq P Vp | x “ 0gu

“ t0pu .

Surjectivity: Results from the injectivity of Sppq and the finite dimension of Vp.
�
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Chapter 3

Cheeger deformations

Throughout this chapter, let pM,hq denote a Riemannian manifold on which a compact
Lie group pG, bq equipped with a biinvariant metric acts isometrically through µ. Recall
that such an action is proper and has closed orbits.

The two previous chapters presented key notions to define the so-called Cheeger construction
which transforms the initial metric h of a manifold M into new ones

`

hGt
˘

tě0
"shrinking

along the orbits" and enlarging the curvature as t grows. We now present this process in
details.

3.1 Construction

From the action G ñ M , we define G ñ pM ˆ G, h ` 1
t bq for all t P Rą0 by using left

translations on G :

ψ : Gˆ pM ˆGq ÞÑ M ˆG
`

g, pp, g̃q
˘

ÞÑ
`

µgppq, g ¨ g̃
˘

,

where h` 1
t b is a product metric.1

Lemma 3.1

ψ is free and isometric with respect to h` 1
t b for any t P Rą0.

Proof 3.1:

Free: Trivial since the left translations g¨ on G are free, for all g P G.

Isometric: Let t ą 0, p PM , g, g̃ P G and pv1, x1q, pv2, x2q P Tpp,g̃qpM ˆGq.

Remember that Tpp,g̃qpM ˆGq – TpM ˆ Tg̃G.

1See Definition A.34
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Then,
`

h` 1
t b
˘

pp,g̃q
ppv1, x1q, pv2, x2qq “ hppv1, v2q `

1
t bg̃px1, x2q

p‹q
“ hµgppq ppdµgqppv1q, pdµgqppv2qq

`1
t bg¨g̃

´

pdLgqg̃px1q, pdLgqg̃px2q

¯

“ ph` 1
t bqg¨pp,g̃q

`

pdψgqpp,g̃qpv1, x1q,

pdψgqpp,g̃qpv2, x2q
˘

.

where the equality p‹q holds since G acts on pM,hq by isometries and b is a
biinvariant metric.

�

According to Proposition 1.11, for all t P Rtą0 the twisted spaceMˆGG inherits a metric h̄Gt
such that the quotient map π : pM ˆG, h` 1

t bq Ñ
`

M ˆG G, h̄
G
t

˘

is an orbital submersion.

Similarly to Lemma 1.22, we can prove that M ˆG G – M by the diffeomorphisms
ρ̄ : pM ˆGq{G Ñ M, ρ̄prp, gsq “ g´1 ¨ p. By turning ρ̄ into isometries, for all t P Rtą0 we
get new metrics hGt on M , called the Cheeger metrics,

`

hGt
˘

p
pv, wq :“

`

h̄Gt
˘

rp,es

`

dρ̄´1pvq, ρ̄´1pwq
˘

,

for all p PM and for all v, w P TpM .

In the end, we have a parametrized family of orbital submersions :
ˆ

ρ :
`

M ˆG, h` 1
t b
˘

Ñ
`

M,hGt
˘

pp, gq ÞÑ g´1 ¨ p

˙

tą0 .

Now consider the centralizer of G in the isometry group IsopM,hq 2 :

CpGq :“ ZIsopM,hqpGq “ tφ P IsopM,hq | φ ˝ µg ˝ φ “ µg @g P Gu Ě Z
`

IsopM,hq
˘

.

Lemma 3.2

CpGq ˆG acts isometrically on
`

M,hGt
˘

, for all t P Rą0.

Proof 3.2:
Let t ą 0;

φ P CpGq;
g, g̃ P G;
p PM .

CpGq gives rise to a new parametrized family of isometric actions :

θ̃ : pCpGq ˆGq ˆ
`

M ˆG, h` 1
t b
˘

Ñ
`

M ˆG, h` 1
t b
˘

`

pφ, gq, pp, g̃q
˘

ÞÑ
`

φppq, g̃ ¨ g´1
˘

.

2Since G acts on pM,hq isometrically, tµg : pM,hq Ñ pM,hq | g P Gu is considered as a Lie subgroup
of IsopM,hq.
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Claim : pρ ˝ θ̃q
`

pφ, gq, pp, g̃q
˘

“ pφ ˝ µg ˝ ρqpp, g̃q

pρ ˝ θ̃q
`

pφ, gq, pp, g̃q
˘

“
`

g̃ ¨ g´1
˘´1

¨ pφppqq

φ PCpGq
“ φ

ˆ

pg ¨ g̃´1q ¨ p
looooomooooon

˙

µgpg̃´1¨pq

“ pφ ˝ µg ˝ ρqpp, g̃q

Claim
�

Finally CpGq ˆG ñ
`

M,hGt
˘

by composition of isometries:

θ ppφ, gq, pq :“ pφ ˝ µg ˝ ρqpp, eq

�

The following commutative diagram summarizes the whole situation :

pM,hq
`

M ˆG, h` 1
t b
˘

´

pM ˆGq{G, h̄
G
t

¯

`

M,hGt
˘

µ isometric
G´action

ι

injective

π orb.
subm.

ρ orb.
subm.

ψ isometric and
free G´action

ρ̄

isometry

θ isometric
pCpGqˆGq´actions

where
ι : M Ñ M ˆG

p ÞÑ pp, eq ,

is smooth and injective.

3.2 Metric tensor Ct of hGt with respect to h

We now explore the relation between the initial metric h and the Cheeger metrics hGt , t P Rą0.
This investigation requires the understanding of the vertical and horizontal spaces in
T pM ˆ Gq with respect to h ` 1

t b for the action ψ. We’ll describe characteristics of the
points pp, eq for all p PM only, since any other point pp, gq PM ˆG can be studied with
ψ
`

g, pg´1 ¨ p, eq
˘

.

For p PM and x P TeG, we denote by :

• X˚ppq the action field onM at p generated by x through the action µ : GˆM Ñ M ;

• Hp Ă TpM the horizontal space at p with respect to h for µ. As we’ll see later, Hp is
also the horizontal space at p with respect to hGt , for any t ą 0.
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Proposition 3.3

Let t ą 0;
p PM and v P TpM ;
g P G;
x P TeG “ g.

Then :

(i) The action field generated by x on M ˆG is

X˚pp, gq “ pX˚ppq, XRpgqq ,

where XR is the right-invariant vector field on G induced by x.

The vertical space Vpp,gq is thus made of vectors of this form ;

(ii) The horizontal space with respect to h` 1
t b is determined by the vertical compo-

nents of TpM :

Ht
pp,eq “ tpY

˚ppq ` ξ,´tSppqyq | y P g, ξ P Hpu ,

where Sppq : TeGÑ TeG is the orbit tensor of h with respect to b ;

(iii) The differential of the orbital submersion ρ : pM ˆG, h` 1
t bq Ñ pM,hGt q is :

dρpp,eqpv, xq “ v ´X˚ppq ;

(iv) If x P TeG is such that X˚ppq “ vV , then the differential of ρ at the horizontal
vector pv,´tSppqxq P Ht

pp,eq is

dρpp,eqpv,´tSppqxq
loooooomoooooon

“:fpvq

“ pId` tSq vV ` vH,

where SvV :“ pSXq˚ppq.

Proof 3.3:
Ad (i): X˚pp, gq

def.
“ d

ds

ˇ

ˇ

ˇ

s“0
ψ pexppsxq, pp, gqq

“ d
ds

ˇ

ˇ

ˇ

s“0

´

µpexppsxq, pq, exppsxq ¨ g
looooomooooon

“Rgpexppsxqq

¯

p‹q
“ pX˚ppq, dRgpxqq

“ pX˚ppq, XRpgqq ,

where p‹q comes from the result pd expq0 “ idTeG.
X

Ad (ii): Every tangent vector w P TpM has a vertical part Y ˚ppq P Vp and a
h-horizontal component ξ P Hp. That’s why an element pw, zq P Tpp,eqpM ˆ Gq
can be written as pY ˚ppq ` ξ, zq.

Suppose now pw, zq to be
`

h` 1
t b
˘

-horizontal.
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Then, for any χ˚pp, eq “ pχ˚ppq, χq P Tpp,eqpM ˆGq,

0 “ ph` 1
t bqpp,eq ppX

˚ppq ` ξ, zq, χ˚pp, eqq

“ hpX˚ppq ` ξ, χ˚ppqq
looooooooooomooooooooooon

“hpX˚ppq,χ˚ppqq

` 1
t bpz, χq

“ bpSppqx, χq ` b
`

1
t z, χ

˘

“ b
`

Sppqx` 1
t z, χ

˘

.

By nondegeneracy of the inner product, we conclude that Sppqx ` 1
t z “ 0, and

thus :
pw, zq “ pY ˚ppq ` ξ,´tSppqxq P Ht

pp,eq.

X

Ad (iii): We use the following curves defined on a commun open interval pa, bq Ă R
to calculate the differential of ρ :

• α : pa, bq ÑM with αp0q “ p and α1p0q “ v ;
• β : pa, bq Ñ pM ˆ Gq, s ÞÑ pαptq, expps ¨ xqq, satisfying βp0q “ pp, eq and
β1p0q “ pv, xq ;

• γ : pa, bq Ñ GˆM, sÑ pexpp´s ¨ xq, αptqq.

We’ll need the following differentials :

• dµpe,pqp0, wq “ w for all w P TpM ;
• dµpe,pqpy, 0q “ Y ˚ppq ;

• pdγq0p1q “
´

d
ds

ˇ

ˇ

ˇ

s“0
expp´s ¨ xq, α1p0q

¯

“ p´x, vq.

We finally calculate :

dρpp,eqpv, xq “ d
ds

ˇ

ˇ

ˇ

s“0
pρ ˝ βqpsq

“ d
ds

ˇ

ˇ

ˇ

s“0
µ
´

expps ¨ xq´1
loooooomoooooon

“expp´s¨xq

, αpsq
¯

“ d
ds

ˇ

ˇ

ˇ

s“0
pµ ˝ γqpsq

Chain rule
“

`

dαpe,pq ˝ dγ0

˘

p1q

“ dαpe,pqp´x, vq

“ v ´X˚ppq.

X

Ad (iv): dρpp,eqpv,´tSppqxq
piiiq
“ v ´ p´tSXq˚ppq

“
`

vV ` vH
˘

` tpSXq˚ppq

“ pId` tSqvV ` vH.

X

�
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The following family of tensors will characterize the Cheeger construction hÑ
G
hGt by linking

the original metric to the new ones. Note that we’ll also consider the case t “ 0.

Definition 3.4 - Metric tensor of hGt with respect to h

Let t ě 0.

We define Ct : TpM Ñ TpM by

Ctv :“ pId` tSppqq´1vV ` vH,

for all p PM , v P TpM .

Lemma 3.5

Ct is an invertible tensor field.

Proof 3.5:
For t “ 0: C0 “ IdTM .

For t ą 0: We suppose by contradiction, that pId` tSq is not invertible and so
not injective.

ñ Dx P TeG´ t0u such that tSx “ ´x.

Then, 0 ą ´1
t bpx, xq “ bpSx, xq “ hpX˚, X˚q ě 0.  

ñ Id` tS injective and thus invertible.

�

Let’s define hG0 :“ h.

We now prove that the name given to Ct is well chosen :

Theorem 3.6

Let t ě 0 ;
p PM ;
v, w P TpM ;
x :“ ˚´1

`

vV
˘

P mp and y :“ ˚´1
`

wV˘ P mp.

We define
f : TpM Ñ Ht

pp,eq

rv ÞÑ
`

ṽ,´tSppqx̃
˘

,

where rx :“ ˚´1
`

rvV
˘

P mp.

Then,

(i) dρpp,eq ˝ f “ C´1
t , i.e. fpvq and fpwq are the horizontal lifts of C´1

t v and C´1
t w,

respectively ;

(ii) hGt pv, wq “ h
`

Ctv, w
˘

.

32



CHAPTER 3. CHEEGER DEFORMATIONS

Proof 3.6:

For t “ 0, the statements are clear. So consider the case t ą 0.

Ad (i) : Direct consequence of Proposition 3.3 (iv). By the following commutative
diagram, fpvq and fpwq are the ρ-horizontal lifts of C´1

t v and C´1
t w, respectively :

Ht
pp,eq Q

fpvq
“

pv,´tSppqxq

C´1
t v
“

pId`tSqvV`vH
P TpM

v P TpM

dρpp,eq

f
C´1
t

Ad (ii) : The idea is to work with C´1
t by using the statement (i) :

hGt
`

C´1
t v, C´1

t w
˘

“ hGt
`

dρpp,eqpfpvqq, dρpp,eqpfpwqq
˘

ρ Riem. subm.
“

`

h` 1
t b
˘

ppv,´tSppqxq, pw,´tSppqyqq

“ hpv, wq ` b pSppqx, tSppqyq

“ hpv, wq ` h pX˚ppq, tpSY q˚ppqq
hpvH,tpSY q˚ppqq“0

“ h pv, w ` tpSY q˚ppqq

“ h
`

v, C´1
t w

˘

.

The invertibility of Ct leads to the desired result.
�

Remark 3.7. The horizontal vectors in TpM with respect to h and hGt coincide, because
Ct is the identity on Hp, and by the second statement of Theorem 3.6. That’s why no "t"
indice is required in the notation Hp.

The last theorem permits to link the orbit tensor St of the action pG, bq on pM,hGt q, t ě 0,
with the initial one S “: S0 :

Corollary 3.8

Let t ě 0.

The orbit tensor St of pG, bq ñ pM,hGt q satisfies

St “ SpId` tSq´1.

Proof 3.8:

Let x, y P TeG ;
p PM .

Then,

hGt
`

X˚ppq, Y ˚ppq
˘ Theorem 3.6

“ h
`

CtX
˚ppq, Y ˚ppq

˘

“ h
`

pId` tSq´1X˚ppq, Y ˚ppq
˘

“ b
`

SppqpId` tSq´1
looooooooomooooooooon

“:Stppq

x, y
˘

.

�
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3.3 Shrinking along the orbits of phGt qtě0

Theorem 3.6 implies that the family of Cheeger metrics phGt qtě0 forms a differential variation
of h, meaning that the following maps are smooth, for all X,Y P XpMq :

hG : Rě0 Ñ C8pMq
t ÞÑ hGt pX,Y q

This leads to the question of knowing how the Cheeger metrics hGt change with t, which is
answered by the following result :

Theorem 3.9

Let 0 ă t1 “: t ă t2 ;
p PM ;
v, w P TpM .

(i) The metrics hGt are independent of t in horizontal components, i.e. for vectors
perpendicular to the orbits :

hGt
`

vH, w
˘

“ hpvH, wq.

(ii) The Cheeger metrics decrease with t in direction tangent to the orbits :
ˇ

ˇh
`

vV , w
˘ˇ

ˇ ě
ˇ

ˇhGt1
`

vV , w
˘ˇ

ˇ ě
ˇ

ˇhGt2
`

vV , w
˘ˇ

ˇ .

Proof 3.9:

Ad (i):

Step ¬ : All eigenvalues of Sppq are positive

Let λ P R be an eigenvalue of Sppq ;
x P mp an eigenvector of Sppq corresponding to λ.

x ‰ 0 ñ X˚ppq ‰ 0, since x R gp.

Then,
0 ă h pX˚ppq, X˚ppqq “ bpSppqx, xq “ bpλx, xq “ λbpx, xq

loomoon

ą0

.

ñ λ ą 0, which means that Sppq is positive definite.

Step  : Eigenspaces are orthogonal with respect to b, h and hGt , respectively

Consider x1, x2 P mp eigenvectors of Sppq corresponding to the eigenvalues λ1 P R
and λ2 P R, respectively, with λ1 ‰ λ2.

The orbit tensor Sppq : mp Ñ mp being self-adjoint implies that bpx1, x2q “ 0. The
consequences for h and hGt are :

h
`

X˚1 ppq, X
˚
2 ppq

˘

“ b
`

Sppqx1, x2

˘

“ λ1bpx1, x2q “ 0,
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and
hGt

`

X˚1 ppq, X
˚
2 ppq

˘

“ h
`

X˚1 ppq, X
˚
2 ppq

˘

` th
`

pS´1X1q
˚
ppq, X˚2 ppq

˘

“ 0` tbpx1, x2q

“ 0.

This also shows that for λ1 “ λ2 and bpx1, x2q “ 0 :

h pX˚1 ppq, X
˚
2 ppqq “ hGt pX

˚
1 ppq, X

˚
2 ppqq “ 0.

Step ® : Effect of the Cheeger deformation hGt for any vectors of Vp

Let ṽV :“ Ct
`

vV
˘

, w̃V :“ Ct
`

wV˘ P Vp ;
x :“ ˚´1

`

ṽV
˘

P mp and y :“ ˚´1
`

w̃V˘ P mp ;
d :“ dimVp ;
px1, ..., xdq an orthonormal basis of ˚´1 pVpq “ mp Ď TeG with respect to b
with corresponding eigenvalues pλ1, ...λ2q ;
λ̃ :“ mintλi | i “ 1, ..., du.

There exist αi, βi P R, i “ 1, ..., d such that x “
řd
i“1 αixi and y “

řd
i“1 βixi and

by linearity of the infinitesimal generator ˚ of the action µ, X˚ppq “
řd
i“1 αiX

˚
i ppq

and Y ˚ppq “
řd
i“1 βiX

˚
i ppq.

It suffices to compute the initial metric :

h
`

vV , w
˘

“ h
`

vV , wV˘

“ h
`

C´1
t ṽV , C´1

t ṽV
˘

“
řd
i,j“1 αiβjh

`

C´1
t X˚i ppq, C

´1
t X˚j ppq

˘

X˚i ppqKX
˚
j ppq

“
if i‰j

řd
i“1 αiβi

”

h
`

X˚i ppq, X
˚
i ppq

˘

` 2th
`

X˚i ppq, pSXiq
˚ppq

˘

` t2h
`

pSXiq
˚ppq, pSXiq

˚ppq
˘

ı

“
řd
i“1 αiβi

”

b
`

Sppqxi, xi
˘

` 2tb
`

Sppqxi, Sppqxi
˘

` t2b
`

Sppq2xi, Sppqxi
˘

ı

bpxi,xiq“ 1
“

řd
i“1 αiβiλip1` λitq

2,

and the Cheeger metric :

hGt
`

vV , w
˘

“ hGt
`

vV , wV˘

“ hGt
`

C´1
t ṽV , C´1

t ṽV
˘

“
řd
i,j“1 αiβjh

G
t

`

C´1
t X˚i ppq, C

´1
t X˚j ppq

˘

X˚i ppqKX
˚
j ppq

“
if i‰j

řd
i“1 αiβjh

´

X˚i ppq, C
´1
t X˚i ppq

˘

“
řd
i“1 αiβi

”

h
`

X˚i ppq, X
˚
i ppq

˘

` th
`

X˚i ppq, pSXiq
˚ppq

˘

ı

“
řd
i“1 αiβi

”

b
`

Sppqxi, xi
˘

` tb
`

Sppqxi, Sppqxi
˘

ı

bpxi,xiq“ 1
“

řd
i“1 αiβiλip1` λitq.
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We finally compare :

ˇ

ˇhGt
`

vV , w
˘ˇ

ˇ “

ˇ

ˇ

ˇ

řd
i“1 αiβiλip1` λitq

ˇ

ˇ

ˇ

1`λ̃tą 1
ď

ˇ

ˇ

ˇ

řd
i“1 αiβiλip1` λitqp1` λ̃q

ˇ

ˇ

ˇ

ď

ˇ

ˇ

ˇ

řd
i“1 αiβiλip1` λitq

2
ˇ

ˇ

ˇ

“
ˇ

ˇh
`

vV , w
˘ˇ

ˇ .

Ad (ii):

The idea is to express hGt as a function of h for the orthonormal basis px1, ..., x2q

to then compare hGt2 with hGt1, 0 ă t1 “: t ă t2, for general vectors v, w P TpM .
We consider the same quantities as in step ® but with x :“ ˚´1

`

vV
˘

P mp and
y :“ ˚´1

`

wV˘ P mp.

We still have that αi, βi P R are the coefficients in x “
řd
i“1 αixi and y “

řd
i“1 βixi

and thus X˚ppq “
řd
i“1 αiX

˚
i ppq and Y

˚ppq “
řd
i“1 βiX

˚
i ppq.

Define κi :“ 1`λit1
1`λit2

P p0, 1q for i “ 1, ..., d, and κ̃ :“ maxtκi | i “ 1, ..., du. For

i ‰ j, we already know that hGt
`

X˚i ppq, X
˚
j ppq

˘

“ 0. And for i “ j:

hGt
`

X˚i ppq, X
˚
i ppq

˘

“ h
`

CtX
˚
i ppq, X

˚
i ppq

˘

“ b
`

pId` tSppqq´1xi, Sppqxi
˘

“ 1
1`λit

bpxi, Sppqxiq

“ 1
1`λit

h
`

X˚i ppq, X
˚
i ppq

˘

.

Then,
ˇ

ˇhGt2
`

vV , wV˘ˇ
ˇ “

ˇ

ˇ

ˇ

řd
i“1 αiβih

G
t2

`

X˚i ppq, X
˚
i ppq

˘

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

řd
i“1

1
1`λit2

αiβih
`

X˚i ppq, X
˚
i ppq

˘

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

řd
i“1

1` λit1
1` λit2
looomooon

“κi

αiβih
`

X˚i ppq, X
˚
i ppq

˘

ˇ

ˇ

ˇ

ď κ̃ ¨
ˇ

ˇ

ˇ

řd
i“1 αiβih

G
t1

`

X˚i ppq, X
˚
i ppq

˘

ˇ

ˇ

ˇ

κă 1
ď

ˇ

ˇhGt1
`

vV , wV˘ˇ
ˇ .

�

The last result shows that Cheeger deformations preserve the length of vectors perpendicular
to the orbits while shrinking the lengths of tangent ones. The following section illustrates
this notion by a concrete example.
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3.4 Example : S1 ñ C

This example is inspired by the work of Lawrence Mouillé, with a clear explanation in
[Mou17a] but with other calculations in [Mou17b]. We will use the polar coordinates pr, θq
to describes the complex elements.

Consider the circle pS1, ¨q acting on the complex plane pC, ¨q by multiplication, representing
rotation about the origin 0 :

µ : S1 ˆ C Ñ C
`

eiφ, reiθ
˘

ÞÑ reipφ`θq.

The following illustration shows the orbits, which are the origin 0 and the concentric circles
centered at 0 :

Think of the associated vector fields related to polar coordinates pr, θq : B
Br and B

Bθ .

Let’s denote by h the metric on the complex plane C given by the euclidean scalar
product, i.e. the real part of the hermitian scalar product :

hpr1e
iθ1 , r2e

iθ2q :“ Re
`

r1r2e
ipθ1´θ2q

˘

;
b the induced metric from h on S1 Ă C, which is biinvariant ;

hS
1

t , t ě 0, the metrics on C resulting from the Cheeger construction.

Theorem 3.9 tells us that in radial directions, the vectors’s lenght is preserved and thus
} B
Br ppq}hS1t

“ 1, for any t ě 0 and for all complex point p P C. On the contrary, the vectors
tangents to the orbits will shrink more and more. Let’s calculate it accurately by following
the Cheeger construction.

According to Lemma 3.1, pS1, bq acts on
`

C ˆ S1, h ` 1
t b
˘

freely, by isometries and with
closed orbits, for all t P Rą0:

ψ : S1 ˆ
`

Cˆ S1
˘

Ñ Cˆ S1
´

eiφ1 ,
`

reiθ, eiφ2
˘

¯

ÞÑ
`

reipφ1`θq, eipφ1`φ2q
˘

.
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ψ generates an orbital submersion :

ρ :
`

Cˆ S1, h` 1
t b
˘

Ñ
`

C, hS1

t

˘

´

reiθ, eiφ
¯

ÞÑ reipθ´φq.

For any given t ą 0, the computation of the induced metric hS1

t requires to know the vertical
spaces Vp Ă TpC for the initial action µ, the horizontal spaces Ht

pp,1q Ă Tpp,1qpM ˆGq for ψ,
and also the differential of ρ at pp, 1q, for all p P C.

Let t ą 0 ;
p :“ reiθ P C.

Vertical space Vp Ă TpC “ C

(i) Lie algebra of S1

We may observe it directly from the drawing of S1 on the complex plane :

S1

‚1

T1S
1

ñ s1 :“ T1S
1 “ iR Ă C.

Let x :“ iλ P s1 fixed for the next steps.

(ii) Exponential map on S1

The integral curve γx : R Ñ S1 of the left invariant vector field XL P X
`

S1
˘L

generated by x is
γxpsq “ eiλs.

Then,
exppxq “ γxp1q “ eiλ “ ex.

(iii) Action fields X˚ on M

X˚
´

reiθ
loomoon

“p

¯

“
d

ds

ˇ

ˇ

ˇ

s“0
µ
´

exppsxq, reiθ
¯

“
d

ds

ˇ

ˇ

ˇ

s“0
reipsλ`θq “ iλreip0`θq “ iλreiθ

Hence,

Vp “
 

iλreiθ | λ P R
(

.

As a direct consequence,

Hp “ VKp “
 

λreiθ | λ P R
(

.
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Differential dρpp,1q

Let t ą 0;
pv, xq :“ pv, iλq P Tpp,1q

`

Cˆ S1
˘

– TpCˆ T1S
1.

(i) Method 1 : use Proposition 3.3 (iii)

dρpp,1qpv, xq “ v ´X˚ppq “ v ´ iλreiθ

(ii) Method 2

Consider the following curve :

γ : R Ñ
`

Cˆ S1
˘

s ÞÑ

´

re
i
´

v

ireiθ
s`θ

¯

, eiλs
¯

.

Then,

dρpp,1qpv, xq “ pρ ˝ γq
1
p0q “

ˆ

ir
´ v

ireiθ
´ λ

¯

e
i
´

v

ireiθ
s`θ´λs

¯˙

ˇ

ˇ

ˇ

s“0
“ v ´ iλreiθ.

Horizontal space Ht
pp,1q with respect to ρ : pCˆ S1, h` 1

t bq Ñ pC, hS1

t q at pp, 1q

(i) Orbit tensor S

Let x, y P s1.

Then, since the metric b is induced by h,

h
`

Sppqx, y
˘

“ b
`

Sppqx, y
˘

“ h
`

X˚ppq, Y ˚ppq
˘

“ h
`

xreiθ, yreiθ
˘

“ }reiθ}2h
loomoon

“r2

¨ hpx, yq.

Hence,

Sppq “ Spreiθq “ r2 .

(ii) Horizontal space Ht
pp,1q

We simply use Proposition 3.3 (ii) :

Ht
pp,1q “

 `

iλ1re
iθ ` λ2re

iθ,´iλ1tr
2
˘

| λ1, λ2 P R
(

.

To determine } B
Bθ ppq}hS1t

at any point p PM , it suffices to focus on the points r P Rą0 since
this norm stays constant on the orbits rrs. So let fix r P Rą0. We now compute in two
steps the length of B

Bθ prq “ ir P TrC “ C in the Cheeger metrics hS1

t .

(i) Horizontal lift pv, xq :“ piλ1r ` λ2r,´iλ1tr
2q P Ht

pr,1q of ir with respect to ρ

The coefficients λ1, λ2 P R should satisfy

dρpp,1qpv, xq “ iλ1r ` λ2r ` iλ1tr
3 “ ir

ô

"

λ1 “
1

1`tr2

λ2“ 0 .

Therefore, the horizontal lift of ir is
´

ir
1`tr2

,´ itr2

1`tr2

¯

P Ht
pr,1q.
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(ii) Length of B
Bθ prq with respect to hS1

t

} B
Bθ prq}

2

hS
1
t

“ hS
1

t pir, irq

ρ orb.
subm.
“

´

h` 1
t b
¯

`

pv, xq, pv, xq
˘

“ hp ir
1`tr2

, ir
1`tr2

q ` 1
t bp´

itr2

1`tr2
,´ itr2

1`tr2
q

“ r2

p1`tr2q2
` 1

t ¨
t2r4

p1`tr2q2

“ r2

1`tr2

Hence,

} B
Bθ prq}hS1t

“ r?
1`tr2

.

As a conclusion, the Cheeger process is a continuous transformation of the initial metric
h :“ hS

1

0 which shrinks vectors tangent to the orbits :

limtÑ0 }
B
Bθ prq}hS1t

“ r “ } B
Bθ prq}h and limtÑ`8 }

B
Bθ prq}hS1t

“ 0

We visualize the initial Riemannian manifold pC, hq as an imbedding in R3 which takes up
the px, yq-plane. As for the transformed manifolds

´

C, hS1

t

¯

, they bend upwards since the
squeezed orbits are forced to get closer to the z-axis :

We now aim to calculate the sectional curvature sec
hS

1
t

of C at p P C with respect to the

Cheeger metrics
`

hS
1

t

˘

tą0
. The strategy consists in the use of the Gray-O’Neill formula on

the orthonormal basis
´

B
Br ppq,

B
Bθ
ppq

} B
Bθ
ppq}

hS
1
t

¯

of TpC.

We will make computations with Levi-Civita connection more convenient by working with
partial derivative vector fields on S1 and C.

Let fix again t ą 0 ;
p :“ reiθ P C.
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Orthonormal basis of Tpp,1qpCˆ S1q with respect to h` 1
t b composed of the horizontal lifts

of our basis vectors of TpC

(i) Generators of Ht
pp,1q

Ht
pp,1q “

 `

iλ1re
iθ ` λ2re

iθ,´iλ1tr
2
˘

| λ1, λ2 P R
(

is a two-dimensional vector sub-

space of Tpp,1qpCˆ S1q, generated by pB
p
r :“

`

B
Br ppq, 0

˘

and pB
p
θ :“

`

B
Bθ ppq,´tr

2 B
Bφp1q

˘

,
where φ is the angular coordinate in S1.

ñ Ht
pp,1q “ spanR

`

pB
p
r ,

pB
p
θ

˘

(ii) Horizontal lifts of B
Br ppq and

B
Bθ
ppq

} B
Bθ
ppq}

hS
1
t

at pp, 1q

From definition of ρ, we deduce easily its differential at pp, 1q for partial derivatives
B
Br ,

B
Bθ and B

Bφ :
dρpp,1q

`

p B
Br ppq, 0q

˘

“ B
Br ppq

dρpp,1q
`

p B
Bθ ppq, 0q

˘

“ B
Bθ ppq

dρpp,1q
`

p0, B
Bφp1qq

˘

“ ´ B
Bθ ppq

We search the coefficients α
xB
p
r
, α

xB
p
θ

, β
xB
p
r
, β

xB
p
θ

P R such that

$

’

&

’

%

dρpp,1qpαxB
p
r

pB
p
r ` α

xB
p
θ

pB
p
θq “ B

Br ppq

dρpp,1qpβxBpr
pB
p
r ` β

xB
p
θ

pB
p
θq “

B
Bθ
ppq

} B
Bθ
ppq}

hS
1
t

ô

$

&

%

α
xB
p
r

B
Br ppq ` αxB

p
θ

p1` tr2q B
Bθ ppq “ B

Br ppq

β
xB
p
r

B
Br ppq ` βxBpθ

p1` tr2q B
Bθ ppq “

?
1`tr2

r
B
Bθ ppq

ô

$

’

’

’

’

&

’

’

’

’

%

α
xB
p
r
“ 1

α
xB
p
θ

“ 0

β
xB
p
r
“ 0

β
xB
p
θ

“ 1
r
?

1`tr2 .

ñ pB
p
r and 1

r
?

1`tr2
pB
p
θ are the horizontal lifts of

B
Br ppq and

B
Bθ
ppq

} B
Bθ
ppq}

hS
1
t

at pp, 1q, respectively,

and form an orthonormal basis of Tpp,1qpCˆ S1q, since ρ is a Riemannian submersion.

At this step, the Gray-O’Neill Formula 1.8 leads to :

sec
hS

1
t

`

TpC
˘

“ sec
hS

1
t

˜

B
Br ppq,

B
Bθ
ppq

} B
Bθ
ppq}

hS
1
t

¸

“ secph` 1
t
bq

´

pB
p
r ,

1
r
?

1`tr2
pB
p
θ

¯

` 3
4

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

”

pB
p
r ,

1
r
?

1`tr2
pB
p
θ

ıV
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

h` 1
t
b

C is flat
w.r.t. h
“ 3

4r2p1`tr2q

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

”

pB
p
r ,

pB
p
θ

ıV
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

h` 1
t
b .

(‹)
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Lie Bracket term
”

pB
p
r ,

pB
p
θ

ı

The following formula permits to compute
”

pB
p
r ,

pB
p
θ

ı

by using components of pB
p
r and pB

p
θ in

the basis B :“
´

`

B
Br ppq, 0

˘

,
`

B
Bθ ppq, 0

˘

,
`

0, B
Bφp1q

˘

¯

of Tpp,1qpCˆ S1q – Tpr,θ,0qR3 – R3:

pB
p
r “

¨

˝

1
0
0

˛

‚

B

pB
p
θ “

¨

˚

˝

0

1

´tr2

˛

‹

‚

B

(i) Coordinate formula for the Lie Bracket3

Let X,Y P XpMq for a smooth manifold M ;
n :“ dimM ;
pxiqi“1,...,n some local smooth coordinates for M .

X,Y can be expressed in coordinates in the local charts :

X “:
n
ÿ

i“1

λi
B

Bxi
Y “:

n
ÿ

i“j

µj
B

Bxj

Then the Lie Bracket rX,Y s has the following coordinate expression :

rX,Y s “
n
ÿ

i,j“1

ˆ

λi
Bµj
Bxi

´ µi
Bλj
Bxi

˙

B

Bxj
.

(ii) Compute
”

pB
p
r ,

pB
p
θ

ı

We directly make the computation at the point pp, 1q :

”

pB
p
r ,

pB
p
θ

ı

“

¨

˝

0
0

B
Br p´tr

2q

˛

‚

B

“

ˆ

0,´2tr
B

Bφ
p1q

˙

.

Projection
”

pB
p
r ,

pB
p
θ

ıV
on the vertical space Vpp,1q

(i) Vertical space Vpp,1q with respect to ρ and its generator v

dimVpp,1q “ dimTpp,1qpCˆ S1q ´ dimHt
pp,1q “ 3´ 2 “ 1 which means that a vector

v “: pv1, v2q “:
´

αr
B
Br ppq ` αθ

B
Bθ ppq, β

B
Bφp1q

¯

P Tpp,1qpCˆ S1q generates Vpp,1q. Two
conditions determine v :

#

`

h` 1
t b
˘`

B̂
p
r , v

˘

“ 0
`

h` 1
t b
˘`

B̂
p
θ , v

˘

“ 0

ô

$

&

%

h
´

B
Br ppq, v1

¯

` 1
t bp0, v2q “ 0

h
´

B
Bθ ppq, v1

¯

` 1
t bp´tr

2 B
Bφp1q, v2q “ 0

3See [Lee12, Theorem 8.26]
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ô

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

αr h
´

B

Br
ppq,

B

Br
ppq

¯

looooooooomooooooooon

“1

` αθ h
´

B

Br
ppq,

B

Bθ
ppq

¯

looooooooomooooooooon

“0

“ 0

αr h
´

B

Bθ
ppq,

B

Br
ppq

¯

looooooooomooooooooon

“0

` αθ h
´

B

Bθ
ppq,

B

Bθ
ppq

¯

looooooooomooooooooon

“r2

´ βr2 b
´

B

Bφ
p1q,

B

Bφ
p1q

¯

looooooooomooooooooon

“1

“ 0

ô

"

αr “ 0
αθ “ β .

We can thus define v :“
`

B
Bθ ppq,

B
Bφp1q

˘

and conclude that

Vpp,1q “ spanRpvq “ spanR

ˆ

´

B

Bθ
ppq,

B

Bφ
p1q

¯

˙

.

(ii) Projection of
”

pB
p
r ,

pB
p
θ

ı

on Vpp,1q

”

pB
p
r ,

pB
p
θ

ıV
“

`

h` 1
t
b
˘

´

”

xB
p
r ,
xB
p
θ

ı

,v

¯

}v}2
h` 1

t b

v

“
h

´

0, B
Bθ
ppq

¯

` 1
t
b

´

´2tr B
Bφ
p1q, B

Bφ
p1q

¯

h

´

B
Bθ
ppq, B

Bθ
ppq

¯

` 1
t
b

´

B
Bφ
p1q, B

Bφ
p1q

¯

´

B
Bθ ppq,

B
Bφp1q

¯

“ 0´2r
r2` 1

t

´

B
Bθ ppq,

B
Bφp1q

¯

Hence,
”

pB
p
r ,

pB
p
θ

ıV
“

´2tr

1` tr2

´

B

Bθ
ppq,

B

Bφ
p1q

¯

.

We continue the sectional curvature computation of the two-plane TpC in the Cheeger
metric hS1

t :

sec
hS

1
t

`

TpC
˘ p‹q
“

3

4r2p1` tr2q

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

”

pB
p
r ,

pB
p
θ

ıV
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

h` 1
t
b

“
3

4r2p1` tr2q

4t2r2

p1` tr2q
2

ˆ

r2 `
1

t

˙

Finally,

sec
hS

1
t

`

TpC
˘

“
3t

p1` tr2q
2 .

Depending on t ą 0, the Cheeger sectional curvature :

• tends to the original one when t gets closer to 0 : limtÑ0 sechS1t

`

TpC
˘

“ 0“ sech
`

TpC
˘

;

• increases endlessly as t grows at the origin 0 P C : limtÑ`8 sechS1t

`

TpC
˘

“ `8.
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Chapter 4

Some properties of Cheeger
deformations

4.1 Cheeger deformation through a Riemannian submersion

A Cheeger construction ĥÑ
G
ĥGt on a Riemannian manifold pM̂, ĥq can be transmitted to a

Riemannian submersed manifold pM,hq, hÑ
G
hGt , while preserving the isometric relation

between pM̂, ĥq and pM,hq :

Theorem 4.1

Let π : pM̂, ĥq Ñ pM,hq be a Riemannian submersion ;

G be a compact Lie group acting isometrically on pM̂, ĥq through a smooth left
action µ̂ : Gˆ M̂ Ñ M̂ which preserves the fibers,

i.e. for all p PM , g P G if p̂1, p̂2 P π
´1ppq then π

`

µ̂pg, p̂1q
˘

“ π
`

µ̂pg, p̂2q
˘

;
b be a biinvariant metric on G ;

ĥÑ
G
ĥGt be the Cheeger construction induced by pG, bq on pM̂, ĥq.

Then :

(i) G acts canonically and isometrically, on pM,hq ;

(ii) With the Cheeger construction hÑ
G
hGt resulting from pG, bq ñ pM,hq,

π : pM̂, ĥGt q Ñ pM,hGt q remains a Riemannian submersion for any t P Rą0.

We first require an intermediate result :

Proposition 4.2

Let f̂ : pM̂1, ĥ1q Ñ pM̂2, ĥ2q and f : pM1, h1q Ñ pM2, h2q be Riemannian submersions ;

π1 : pM̂1, ĥ1q Ñ pM1, h1q be a Riemannian submersion preserving the fibers, i.e.
if p̂1, q̂1 P M̂1 satisfy f̂pp̂1q “ f̂pq̂1q, then f

`

π1pp̂1q
˘

“ f
`

π1pq̂1q
˘

.
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Then π1 induces a Riemannian submersion π2 : pM̂2, ĥ2q Ñ pM2, h2q such that the
following diagramm commutes :

pM̂1, ĥ1q pM1, h1q

pM̂2, ĥ2q pM2, h2q

π1

f̂ f

π2

Proof 4.2:

Let p̂2 P M̂2 ;
p̂1 P f̂

´1pp̂2q Ď M̂1 ;
x̂1 P ker

`

pdπ1qp̂1

˘

Ď Tp̂1M̂1.

We simply construct π2 by π2pp̂2q :“ f
`

π1pp̂1q
˘

.

π2 is :

• well-defined since π1 preserves the fibers ;

• a submersion since it is formulated through a composition of submersions.

Concerning the π1-vertical vector x̂1, we observe that

dπ2

`

df̂px̂1q
˘

“ df
`

dπ1px̂1q
looomooon

“0π1pp̂1q

˘

“ 0π2pp̂2q.

ñ df̂px̂1q is a π2-vertical vector in Tp̂2M̂2.

Let’s study π2-horizontal vectors ξ̂2, η̂2 P kerpdπ2q
K Ď Tp̂2M̂2 and their f̂ -horizontal

lift ξ̂1, η̂1 P kerpdf̂qK Ď Tp̂1M̂1 :

• ξ̂1 and η̂1 are π1-horizontal : ĥ1pξ̂1, x̂1q “ ĥ2

`

ξ̂2, df̂px̂1q
˘ K
“ 0 ;

• dπ1pξ̂1q and dπ1pη̂1q are f -horizontal : consider y1 P ker
`

dfπ1pp̂1q
˘

Ď Tπ1pp̂1qM1.
Then, h1

`

dπ1pξ̂1q, y1

˘

“ h2

`

pdf ˝ dπ1qpξ̂1q, dfpy1q
loomoon

“0π2pp̂2q

˘

“ 0.

Hence,

ĥ2pξ̂2, η̂2q

f̂ Riem.
subm.
“ ĥ1pξ̂1, η̂1q

π1 Riem.
subm.
“ h1

`

dπpξ̂1q, dπpη̂1q
˘

f Riem.
subm.
“ h2

`

pdf ˝ dπ1qpξ̂1q, pdf ˝ π1qpη̂1q
˘

“ h2

`

pdπ2 ˝ df̂qpξ̂1q, pdπ2 ˝ df̂qpη̂1q
˘

“ h2

`

dπ2pξ̂2q, dπ2pη̂2q
˘

.

We proved then that dπ2 is a linear isometry on the horizontal spaces, which means
that π is Riemannian submersion.

�
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Proof 4.1:

Ad (i) : Using the fiber preservation property, we define

µ : GˆM Ñ M
pg, pq ÞÑ π

`

µ̂pg, p̂q
˘

,

where p̂ P M̂ is any point of the fiber π´1ppq.

We verify easily that µ is a well-define smooth action.

Let g P G ;
p PM ;
p̂ P π´1ppq Ď M̂ ;
v, w P TpM ;
v̂, ŵ P Hp̂ “ kerpdπp̂q

K Ď Tp̂M̂ .

Since µ̂
ˇ

ˇ

Hp̂
is an isometry, its differential sends π-horizontal vectors on π-horizontal

vectors, which implies that pdµ̂gqp̂pv̂q P Hµ̂gpp̂q. Therefore pdµ̂gqp̂pv̂q is the hori-
zontal lift of pdµgqppvq at p̂ by chain rule and unicity of horizontal lift. The same
holds for w instead of v.

Hence,

hppv, wq
π Riem.
subm.
“ ĥp̂pv̂, ŵq

µ̂ isom.
“ ĥµ̂gpp̂q

`

pdµ̂gqp̂pv̂q, pdµ̂gqp̂pŵq
˘

π Riem.
subm.
“ hµgppq

´

dπµ̂gpp̂q
`

pdµ̂gqp̂pv̂q
˘

, dπµ̂gpp̂q
`

pdµ̂gqp̂pŵq
˘

¯

“ hµgppq
`

pdµgqppvq, pdµgqppwq
˘

,

which proves that G ñ pM,hq isometrically.
X

Ad (ii) : pG, bq generates a Cheeger deformation
`

hGt
˘

tě0
on pM,hq.

Since π ˆ idG, ρ̂ and ρ are Riemannian submersions and that π ˆ idG preserves
the fibers, we directly use Proposition 4.2 to conclude that the following diagram
holds for any t P Rą0 :

pM̂ ˆG, ĥ` 1
t bq pM ˆG, h` 1

t bq

pM̂, ĥGt q pM,hGt q

πˆidg

ρ̂ ρ

π̄

X

�
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4.2 Key features concerning sectional and scalar curvatures

For the rest of this chapter, we consider the same isometric action pG, bq ñ pM,hq and
the associated Cheeger deformation pM,hGt qtě0 as in Chapter 3. We also use the following
notations :

• sech, secb, sech` 1
t
b and sechGt for the sectional curvatures of the Riemannian manifolds

pM,hq, pG, bq,
`

M ˆG, h` 1
t b
˘

and pM,hGt q, respectively ;

• kh, kb, kh` 1
t
b and khGt for the numerator term of their sectional curvature1, respectively ;

• Rh, Rb, Rh` 1
t
b and RhGt for their curvature tensor, respectively.

The three following results can be found in [DG19, Propositions 5.1 to 5.3].

The sectional curvature of phGt qtě0 is non-decreasing, which allows lower bounds on sechGt :

Proposition 4.3 - Lower bound for sechGt

Let p PM ;
v, w P TpM ;
x :“ ˚´1

`

vV
˘

P mp and y :“ ˚´1
`

wV˘ P mp.

Then :

(i) There exists a map α : Rě0 Ñ p0, 1s such that the following holds for all t ě 0 :

sechGt

`

C´1
t v, C´1

t w
˘

ě αptq ¨ sechpv, wq ;

(ii) sech ě 0 ñ sechGt ě 0, and sech ą 0 ñ sechGt ą 0 ;

(iii) If rSppqx, Sppqys ‰ 0, we obtain even that

lim
tÑ`8

sechGt

`

C´1
t v, C´1

t w
˘

“ `8.

Proof 4.3:

Ad(i): The case t “ 0 being clear, we suppose t ą 0.

Recall from Theorem 3.6 (i) that the ρ-horizontal lift of C´1
t v (respectively C´1

t w)
at pp, eq PM ˆG is pv,´tSppqxq (respectively pw,´tSppqyq). Based on this, we
deduce that

span
´

pv,´tSppqxq
loooooomoooooon

“:fpvq

, pw,´tSppqyq
loooooomoooooon

“:fpwq

¯

,

is the ρ-horizontal lift of the plane span
`

C´1
t v, C´1

t w
˘

.

1See Definition A.29
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We define two maps α, β : Rě0 Ñ Rě0 by :

αptq :“
}v^w}2h

}fpvq^fpwq}2
h` 1

t b

,

and

βptq :“
}p´tSppqxq^p´tSppqyq}21

t b

}fpvq^fpwq}2
h` 1

t b

.

The denominator is the sum of the two numerators :

}fpvq ^ fpwq}2
h` 1

t
b
“ }v ^ w}2h ` }p´tSppqxq ^ p´tSppqyq}

2
1
t
b
.

Hence : 0 ă αptq ď 1, 0 ď βptq and lim
tÑ8

βptq “ 1.

Let’s then compute the sectional curvature of the horizontal lift plane, with the
idea to use the Gray-O’Neill formula later :

sech` 1
t
b

`

fpvq, fpwq
˘ def

“
ph` 1

t
bq
´

R
h` 1

t b
pfpvq,fpwqqfpwq,fpvq

¯

}fpvq^fpwq}2
h` 1

t b

Prop. A.35
“

hpRhpv,wqw,vq
}fpvq^fpwq}2

h` 1
t b

`

1
t
b
´

R 1
t b
p´tSppqx,´tSppqyq´tSppqy,´tSppqx

¯

}fpvq^fpwq}2
h` 1

t b

“
}v^w}2h ¨ sechpv,wq
}fpvq^fpwq}2

h` 1
t b

`
||p´tSppqxq^p´tSppqyq||21

t b
¨ sec 1

t b

`

´tSppqx,´tSppyq
˘

}fpvq^fpwq}2
h` 1

t b

“ αptq ¨ sechpv, wq ` βptq ¨ sec 1
t
b

`

´ tSppqx,´tSppqy
˘

Lemma A.30
“ αptq ¨ sechpv, wq ` βptq ¨ t ¨ secb

`

Sppqx, Sppqy
˘

,

where we also use in the last equality that

span
`

´ tSppqx,´tSppqy
˘

“ span
`

Sppqx, Sppqy
˘

.

Finally, by Gray-O’Neill formula and since pG, bq carries a non-negative sectional
curvature2 :

sechGt

`

C´1
t v, C´1

t w
˘

ě sech` 1
t
b

`

fpvq, fpwq
˘

ě αptq ¨ sechpv, wq.

X

Ad(ii) : Direct consequence of the last equation (i), since Ct is surjective.
X

2See Corollary B.15

48
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Ad(iii): rSppqx, Sppqys ‰ 0 ñ
ˇ

ˇ

ˇ

ˇrSppqx, Sppqys
ˇ

ˇ

ˇ

ˇ

2

b
ŋ 0.

ñ lim
tÑ`8

1
4 ¨ βptq ¨ t ¨

ˇ

ˇ

ˇ

ˇrSppqx,Sppqys
ˇ

ˇ

ˇ

ˇ

2

b
ˇ

ˇ

ˇ

ˇSppqx^Sppqy
ˇ

ˇ

ˇ

ˇ

2

b

“ `8.

ñ lim
tÑ`8

sechGt

`

C´1
t v, C´1

t w
˘

“ `8, since αptq ¨ sechpv, wq stays bounded.

X

�

We obtain even some information on the scalar curvatures3 of the Cheeger metrics phGt qtě0

given specific properties of pM,hq:

Proposition 4.4 - Some conditions for the positivity of scalhGt

We can easily identify situations for which pM,hGt q have strictly positive scalar curva-
ture:

(i) If sech ě 0 and scalh ą 0, then scalhGt ą 0 for all t ą 0 ;

(ii) If sech ě 0 and @p PM Dx, y P TeG “ g such that
“

Sppqx, Sppqy
‰

‰ 0,
then scalhGt ą 0 for all t ą 0 ;

(iii) Let K be a compact subset of M .

If @p P K Dx, y P g such that
“

Sppqx, Sppqy
‰

‰ 0,
then Dt0 ą 0 with the property that scalhGt ppq ą 0, for all p P K, t ą t0.

Proof 4.4:

Let t ą 0 ;
p PM ;
pe1, ..., enq be an h-orthonormal basis of TpM .

Ad(i) : It implies that

scalhppq “ 2
ÿ

1ďiăjďn

sechpei, ejq ą 0.

Therefore there exists a 2-plane spanpek, elq Ă TpM , k ‰ l, with sechpek, elq ą 0,
and by Proposition 4.3 (i) :

sechGt

`

C´1
t ek, C

´1
t el

˘

ě αptq ¨ sechpek, elq
αptqą0
ą 0.

We finally construct a hGt -orthonormal basis pẽ1, ..., ẽnq of TpM by completing

pẽl, ẽkq :“

˜

C´1
t ek

ˇ

ˇ

ˇ

ˇC´1
t ek

ˇ

ˇ

ˇ

ˇ

hGt

,
C´1
t el

ˇ

ˇ

ˇ

ˇC´1
t el

ˇ

ˇ

ˇ

ˇ

hGt

¸

. Since, by Proposition 4.3 (ii), secht ě 0 :

scalhGt ppq “ 2
ÿ

1ďiăjďn

sechGt pẽi, ẽjq ą 0.

X

3See Definition A.39
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Ad(ii) : We denote by x, y P TeG vectors such that
“

Sppqx, Sppqy
‰

‰ 0.

In the last proof, we calculated for v :“ X˚ppq, w :“ Y ˚ppq :

sechGt

`

C´1
t v, C´1

t w
˘

“ αptq ¨ sechpv, wq
loooooooomoooooooon

ě0

`
1

4
¨ βptq ¨ t

loooomoooon

ą0

¨

ˇ

ˇ

ˇ

ˇrSppqx, Sppqys
ˇ

ˇ

ˇ

ˇ

2

b
ˇ

ˇ

ˇ

ˇSppqx^ Sppqy
ˇ

ˇ

ˇ

ˇ

2

b
loooooooooomoooooooooon

ą0

` ζt
loomoon

ě0

ą 0.

We proceed as in the first case by completing

#

C´1
t v

ˇ

ˇ

ˇ

ˇC´1
t v

ˇ

ˇ

ˇ

ˇ

hGt

,
C´1
t w

ˇ

ˇ

ˇ

ˇC´1
t w

ˇ

ˇ

ˇ

ˇ

hGt

+

to obtain

an orthonormal basis pẽ1, ..., ẽnq of TpM and compute

scalhGt ppq “ 2
ÿ

1ďiăjďn

sechGt pẽi, ẽjq ą 0.

X

Ad(iii) : For all p P M , define κppq :“ min tsechpv, wq | v, w P TpMu, which
exists since TpM has finite dimension.

The compactness of K allows us to find a minimal κ among all p P K, which
means that

sech ě κ on K.

If κ ą 0, the statement follows directly from the definition of scalar curvature. So
assume κ ď 0.

For a given p P K, consider x, y P g with rSppqx, Sppqys ‰ 0. By Proposition 4.3,
there exists tp0 P R such that

secGht
`

C´1
t X˚ppq, C´1

t W ˚ppq
˘

ą
`

n´1
ÿ

i“1

i
˘

¨ p´κq ą 0,

for all t ą tp0.

Let’s fix t ą 0. We can easily assume that e1 :“ C´1
t X˚ppq and e2 :“ C´1

t Y ˚ppq
are hGt -orthonormal to each other, since the sectional curvature only depends on
the generated 2-plane. We complete pe1, e2q by an orthonormal basis pe1, ..., enq of
TpM and obtain :

scalhGt ppq “ 2
ř

1ďiăjďn sechGt pei, ejq

ą 2

˜

`
řn´1
i“1 i

˘

¨ p´κq `
ř

1ďiăjďn
pi,jq‰p1,2q

κ

¸

ě 0

By compactness of K, we can define a lower bound t0 :“ minpPK t
p
0 such that the

statement holds for all t ą t0.

X

�
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4.3 sechGt as a function of sech

In the proof of Proposition 4.3 (i), we partially calculated the numerator khGt of the sectional
curvature of the Cheeger metric sechGt with respect to the initial one kh. Let’s finish this
calculation and then examine more accurately the additional term ζt observed in the
Gray-O’Neill Formula. We use the same notation :

Let t ą 0 ;
p PM ;
v, w P TpM generating a 2-plane ;
x :“ ˚´1

`

vV
˘

P mp, and y :“ ˚´1
`

wV˘ P mp.

Recall that fpvq :“ pv,´tSppqxq and fpwq :“ pw,´tSppqyq are the ρ-horizontal lifts of
C´1
t v, respectively C´1

t w.

By Gray-O’Neill Formula 1.8 :

khGt

`

C´1
t v ^ C´1

t w
˘

“ kh` 1
t
b

`

fpvq ^ fpwq
˘

`
3

4

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

“

fpvq, fpwq
‰V
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

h` 1
t
b

looooooooooooomooooooooooooon

“:ζtpv,wq“:ζt
Prop.
A.35
“

`

h` 1
t b
˘

´

`

Rhpv, wqw,Rbp´tSppqx,´tSppqyqp´tSppqyq
˘

,
`

v,´tSppqx
˘

¯

` ζt

“ h
`

Rhpv, wqw, v
˘

` 1
t b
`

Rbp´tSppqx,´tSppqyqp´tSppqyq,´tSppqx
˘

` ζt

“ khpv ^ wq ` p´tq
4 ¨ 1

t b
`

RbpSppqx, SppqyqSppqy, Sppqx
˘

` ζt

Prop.
B.14piiiq
“ khpv ^ wq `

t3

4

ˇ

ˇ

ˇ

ˇ

“

Sppqx, Sppqy
‰ˇ

ˇ

ˇ

ˇ

2

b
` ζt.

In order to calculate the sectional curvature sechGt
`

C´1
t v, C´1

t w
˘

we also need the de-

nominator term
ˇ

ˇ

ˇ

ˇC´1
t v ^ C´1

t w
ˇ

ˇ

ˇ

ˇ

2

hGt
. W.l.o.g, suppose v and w are h-orthonormal, which

means that khpv ^ wq “ sechpv, wq. Indeed, the 2-plane C´1
t σ Ă TpM generated by C´1

t v

and C´1
t w only depends on the one σ generated by v and w and we can always find an

orthonormal basis of σ.

Then,
ˇ

ˇ

ˇ

ˇC´1
t v ^ C´1

t w
ˇ

ˇ

ˇ

ˇ

2

hGt
“ hGt

`

C´1
t v, C´1

t v
˘

¨ hGt
`

C´1
t w,C´1

t w
˘

´

´

hGt
`

C´1
t v, C´1

t w
˘

¯2

ρ Riem.
subm.
“

`

h`
1

t
b
˘`

pv,´tSppqxq, pv,´tSppqxq
˘

¨
`

h`
1

t
b
˘`

pw,´tSppqyq, pw,´tSppqyq
˘

´

´

`

h`
1

t
b
˘`

pv,´tSppqxq, pw,´tSppqyq
˘

¯2
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“ hpv, vq ¨ hpw,wq ´
`

hpv, wq
˘2

` t ¨
`

hpv, vq ¨ bpSppqy, Sppqyq ´ 2 ¨ hpv, wq ¨ bpSppqx, Sppqyq

` hpw,wq ¨ bpSppqx, Sppqxq
˘

` t2
´

bpSppqx, Sppqxq ¨ bpSppqy, Sppqyq ´
`

bpSppqx, Sppqy
˘2
¯

“ 1` t ¨
`

}Sppqx}2b ` }Sppqy}
2
b

˘

` t2 ¨ }Sppqx^ Sppqy}2b .

Hence, the Cheeger sectional curvature is expressed with the initial one through

sechGt

`

C´1
t v, C´1

t w
˘

“
sechpv, wq `

t3

4

ˇ

ˇ

ˇ

ˇ

“

Sppqx, Sppqy
‰ˇ

ˇ

ˇ

ˇ

2

b
` ζtpv, wq

1 ` t ¨
`

}Sppqx}2b ` }Sppqy}
2
b

˘

` t2 ¨ }Sppqx^ Sppqy}2b
. (4.1)

4.4 Analysis of the additional term ζt

To reformulate the additional term ζtpv, wq :“ 3
ˇ

ˇ

ˇ

ˇAfpvqfpwq
ˇ

ˇ

ˇ

ˇ

2

h` 1
t
b
“ 3

4

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

“

fpvq, fpwq
‰V
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

h` 1
t
b
,

we introduce a new concept related to action fields, which are in particular Killing vector
fields :

Definition 4.5 - Killing form ωx

In the context of G ñ pM,hq by isometries, the Killing form corresponding to a
tangent vector x P g “ TeG is the following 1-form :

ωx : XpMq Ñ C8pMq
W ÞÑ 1

2hpX
˚,W q.

Proposition 4.6 - Exterior derivative of the Killing form dωx

Let x P g.

Then :

(i) The exterior derivative of the Killing form ωx is the following 2-form :

dωx : XpMq ˆ XpMq Ñ C8pMq

pV,W q ÞÑ 1
2

´

h
`

OVX˚,W
˘

´ h
`

OWX˚, V
˘

¯

.

(ii) In particular, for horizontal vector fields V H,WH P XpMqH with respect to the
orbits of the G-action on pM,hq :

dωx
`

V H,WH˘ “ ´h
`

AVHWH, X˚
˘

.

Remark 4.7. Note that the dimension of horizontal spaces Hp, p P M , may differ from
a point to another. Therefore, the use of horizontal vector fields in piiq is sometimes an
abuse of langage. However, according to [Mü87, page 10], one can construct a different sort
of O’Neill tensor A in the context of an isometric action of a Lie group G on pM,hq. This
permits to use Riemannian submersion arguments viewed in Chapter 1 in a consistent way
for the second statement.
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Proof 4.6:

Let V,W P XpMq.

Ad (i) : According to [Lee12, Proposition 14.29], the exterior derivative of ωx can
be computed as follows :

dωxpV,W q :“ V
`

ωxpW q
˘

´W
`

ωxpV q
˘

´ ωx
`

rV,W s
˘

O compatible
with h and
“

symmetric
1
2

´

h
`

OVX˚,W
˘

` h
`

X˚,OVW
˘

´ h
`

OWX˚, V
˘

´h
`

X˚,OWV
˘

´ h
`

X˚,OVW
˘

` h
`

X˚,OWV
˘

¯

“ 1
2

´

h
`

OVX˚,W
˘

´ h
`

OWX˚, V
˘

¯

.

X

Ad (ii) : For the horizontal vector fields :

dωxpV
H,WHq

(i)
“ 1

2

´

h
`

OVHX˚,WH˘´ h
`

OWHX˚, V H˘
¯

Lemma 1.7 (iii)
“ 1

2

´

h
`

OWHV H, X˚
˘

´ h
`

OVHWH, X˚
˘

¯

O symmetric
“ ´1

2h
`“

V H,WH‰, X˚
˘

X˚ vertical
“ ´1

2h
`“

V H,WH‰V , X˚
˘

Prop. 1.6
“ ´h

`

AVHWH, X˚
˘

.

X

�

We’ll also need the following Linear Algebra result :

Lemma 4.8

In the context of an euclidean space pV, x¨, ¨yq, i.e. a R-vector space endowed with an
inner product, we observe the following property @v P V :

xv, vy “ max
wPV
w‰0

"

xv, wy2

xw,wy

*

.

Proof 4.8:

Let v, w P V , w ‰ 0.

The outcome results directly from the Cauchy-Schwarz inequality :

xv, wy2 ď xv, vy ¨ xw,wy ô
xv, wy2

xw,wy
ď xv, vy.

�

We come back to the context of G acting isometrically on pM ˆG, h` 1
t bq and having the

quotient map being the orbital submersion ρ : pM ˆ G, h ` 1
t bq Ñ pM,hGt q, for a given

t ą 0.
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Theorem 4.9 - New expression for the additional term ζt

Let t ą 0 ;
p PM ;
v, w P TpM generating a 2-plane ;
x :“ ˚´1

`

vV
˘

P mp, and y :“ ˚´1
`

wV˘ P mp.

Then,

ζtpv, wq :“ 3
ˇ

ˇ

ˇ

ˇAfpvqfpwq
ˇ

ˇ

ˇ

ˇ

2

h` 1
t
b
“ 3tmax

zPg
z‰0

#

`

dωzpv, wq `
t
2bprSppqx, Sppqys, zq

˘2

th
`

Z˚ppq, Z˚ppq
˘

` 1

+

,

where ωzpv, wq :“ ωzpV,W qppq.

Proof 4.9:

We denote by SXR, SYR, ZR P XpGqR the right-invariant vector fields
generated by Sppqx, Sppqy and z, respectively ;
SXL, SYL P XpGq

L the left-invariant vector fields generated
by Sppqx and Sppqy, respectively ;
Z˚ the action field generated by z on M ˆG ;
ω̃tz :“

`

h` 1
t b
˘

pZ˚, ¨q the Killing form related to z P g ;
ω̄z :“ bpz, ¨q the Killing form related to z P g, defined on TeG.

Remember that fpvq “ pv,´tSppqxq and fpwq “ pw,´tSppqyq are
`

h ` 1
t b
˘

-
horizontal vectors in Tpp,eqpM ˆGq.

From the computation formula of the exterior derivative of one forms, seen in
[Lee12, Proposition 14.29], we deduce easily :

dωtz
`

fpvq, fpwq
˘

“ dωzpv, wq `
1
t dω̄zp´tSXR,´tSYRqpeq

Prop. 4.6
“ dωzpv, wq ´ t bpASXRSYRpeq, zq

Prop. 1.6
“

z“ZRpeq vertical
dωzpv, wq ´

t
2 bprSXR, SYRspeq, zq

Prop. B.7
“ dωzpv, wq `

t
2 bprSXL, SYLspeq, zq

“ dωzpv, wq `
t
2 bprSppqx, Sppqys, zq.

Then,
ζt “ 3

`

h` 1
t b
˘`

Afpvqfpwq, Afpvqfpwq
˘

Lemma 4.8
“ 3 max

zPg
z‰0

#

`

h` 1
t
b
˘`

Afpvqfpwq,Z
˚pp,eq

˘2

`

h` 1
t
b
˘`

Z˚pp,eq,Z˚pp,eq
˘

+

Prop. 4.6
“ 3 max

zPg
z‰0

#

dωtz

`

fpvq,fpwq
˘2

h
`

Z˚ppq,Z˚ppq
˘

` 1
t
bpz,zq

+

“ 3t max
zPg
}z}b“1

#

`

dωzpv,wq`
t
2
bprSppqx,Sppqys,zq

˘2

t h
`

Z˚ppq,Z˚ppq
˘

`1

+

.

�
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Thanks to the last statements, we know that a manifold M of non-negative curvature
always admits equal or less flat 2-planes for its Cheeger metrics hGt , t ą 0, than for its
initial metric h.

Corollary 4.10 - Flat 2-planes in the Cheeger metrics

Let t ą 0 ;
p PM ;
v, w P TpM linearly independent ;
σ :“ spanpv, wq ;
x :“ ˚´1

`

vV
˘

P mp, and y :“ ˚´1
`

wV˘ P mp.

If M has non-negative curvature, sechGt
`

C´1
t σ

˘

´

sechGt

`

C´1
t v, C´1

t w
˘

¯

“ 0 if and only
if the three following conditions are fulfilled :

(i) secpσq “ 0 ;

(ii)
“

Sppqx, Sppqy
‰

“ 0 ;

(iii) dωzpv, wq “ 0 for all z P g.

Proof 4.10: Direct consequence of the last theorem and the equation (4.1).

�
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Chapter 5

Lawson-Yau theorem on positive
scalar curvature

In 1974, Lawson and Yau1 discovered the existence of a Riemannian metric of positive
scalar curvature on a compact manifold with non-abelian symmetry, i.e. on which a compact,
connected and non-abelian Lie group acts smoothly and effectively. In their recent paper2,
Cavenaghi and Sperança used the Cheeger deformation process to prove this result in a
more intuitive way.

From now on, the considered connected manifold M is assumed to be compact as well as
the Lie group G acting isometrically on pM,hq.

5.1 Ricci and scalar curvatures in the Cheeger metrics

We first introduce the horizontal Ricci curvature in the initial metric h, which is the part
of Ricci curvature at a vector v P TpM related to horizontal space Hp.

Definition 5.1 - Horizontal Ricci curvature

Let p PM ;
v P TpM ;
n :“ dimTpM ;
n´ l :“ dimHp ;
pwl`1, ..., wnq a h-orthonormal basis for Hp.

We call horizontal Ricci curvature at v the following real number :

RicHpvq :“
n
ÿ

i“l`1

h
`

Rpv, wiqwi, v
˘

.

Remark 5.2. The linearity of the map ˚ : mp Ñ Vp permits to consider the metric tensor
Ct also in g : Ctx “ ˚´1

`

CtX
˚ppq

˘

“
`

Idg ` tSppq
˘´1

x, @x P g.
1See [LY74]
2See [CS18]
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Lemma 5.3 - Ricci curvature in the Cheeger metrics

Let t ą 0 ;
p PM ;
v “ X˚ppq ` ξ P TpM with x P mp and ξ P Hp ;
n :“ dimTpM .

There exists a b-orthonormal basis py1, ...ylq of mp, scalars λ1, ..., λl ą 0 and a h-
orthonormal basis pw1, ..., wnq of TpM such that the Ricci curvature RichGt in the
Cheeger metric hGt satisfies :

(i) RichGt pvq “ RicHh
`

Ctv
˘

`
řn
i“1 ζt

`

C
1{2

t wi, Ctv
˘

`
řl
i“1

1
1`tλi

´

kh
`

wi ^ Ctv
˘

`
λit

3

4

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

”

yi,
Sppq

1`tSppqx
ıˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

b

¯

;

(ii) limtÑ8RichGt pvq “ RicHh pξq ` limtÑ8
řn
i“1 ζt

`

C
1{2

t wi, Ctv
˘

` 1
4

řl
i“1 }ryi, xs}

2
b .

Proof 5.3:

Ad (i) : Consider an b-orthonormal basis of eigenvectors of Sppq in mp, py1, ..., ylq,
with corresponding eigenvalues λ1 ď ... ď λl. Recall from Theorem 3.9 that λi ą 0
@i “ 1, ..., l.

Define wi :“ 1

λ
1{2

i

Y ˚i ppq for i “ 1, ..., l, which build a h-orthonormal basis of Vp :

hpwi, wjq “
1

λ
1{2

i λ
1{2

j

b
`

Sppqyi, yj
˘

“
λi

λ
1{2

i λ
1{2

j

bpyi, yjq “ δij .

Complete it with a h-orthonormal basis pwl`1, ..., wnq of Hp to obtain an h-
orthonormal basis of TpM : pw1, ..., wnq.

Observe that

C
´1{2

t wi “

"

p1` tλiq
1{2wi, i ď l ;

wi i ą l .

Hence
`

C
´1{2

t w1, ..., C
´1{2

t wn
˘

forms a hGt -orthonormal basis of TpM :

hGt
`

C
´1{2

t wi, C
´1{2

t wj
˘

“ h
`

C
1{2

t wi, C
´1{2

t wj
˘

“
1jďkp1`tλjq

1
2`1jąk

1iďkp1`tλiq
1
2`1iąk

hpwi, wjq “ δi,j .

We finally compute :

RichGt pvq “

n
ÿ

i“1

hGt
`

RhGt pC
´1{2

t wi, vqv, C
´1{2

t wi
˘

“

n
ÿ

i“1

kGt
`

C
´1{2

t wi ^ v
˘

Equ. (4.1)
“

n
ÿ

i“1

´

kh
`

C
1{2

t wi ^ Ctv
˘

` ζt
`

C
1{2

t wi, Ctv
˘

¯

`

l
ÿ

i“1

t3

4

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

«

Sppq
1

λ
1{2

i p1` tλiq
1{2
yi, SppqC

´1
t x

ff
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

b
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“

l
ÿ

i“1

kh

´ 1

p1` tλiq
1{2
wi ^ Ctv

¯

`

n
ÿ

i“l`1

kh
`

wi ^ Ctv
˘

`

n
ÿ

i“1

ζt
`

C
1{2

t wi, Ctv
˘

`

l
ÿ

i“1

t3

4

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

«

λ
1{2

i

p1` tλiq
1{2
yi, SppqC

´1
t x

ff
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

b

“ RicHh
`

Ctv
˘

`

n
ÿ

i“1

ζt
`

C
1{2

t wi, Ctv
˘

`

l
ÿ

i“1

1

1` tλi

´

kh
`

wi ^ Ctv
˘

`
λit

3

4

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

„

yi,
Sppq

1` tSppq
x

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

b

¯

.

X

Ad (ii) : We calculate separately the different limits :

• limtÑ8Ctv “ limtÑ8

`

Id` tSppq
˘´1

X˚ppq ` ξ “ ξ ;

• for i “ 1, ..., l : limtÑ8
1

1`tλi
kh
`

wi ^ Ctv
˘

“ limtÑ8
1

1`tλi
kh
`

wi ^ ξ
˘

“ 0 ;

• for i “ 1, ..., l : limtÑ8
λit

3

4p1`tλiq

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

”

yi,
Sppq

1`tSppqx
ıˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

b
“ 1

4 limtÑ8

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

”

yi,
tSppq

1`tSppqx
ıˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

b

“ 1
4 ||ryi, xs||

2
b .

Hence,

limtÑ8RichGt pvq “ RicHh
`

ξ
˘

` limtÑ8
řn
i“1 ζtpC

1{2

t wi, Ctvq `
1
4

řl
i“1 ||ryi, xs||

2
b .

X

�

Such an expression exists also for scalar curvature in Cheeger metrics :

Lemma 5.4 - Scalar curvature in the Cheeger metrics

Let t ą 0 ;
p PM ;
n :“ dimTpM .

There exists a b-orthonormal basis py1, ...ylq of mp, scalars λ1, ..., λl ą 0 and a h-
orthonormal basis pw1, ..., wnq of TpM such that the scalar curvature scalhGt in the
Cheeger metric hGt at point p satisfies :

scalhGt ppq “
řn
i,j“1

´

kh
`

C
1{2

t wi ^ C
1{2

t wj
˘

` ζt
`

C
1{2

t wi, C
1{2

t wj
˘

¯

`
řl
i,j“1

λiλjt
3

4p1`tλiqp1`tλjq
||ryi, yjs||

2
b .
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Proof 5.4:

As in the last proof :

• we construct a basis of mp, py1, ...ylq, composed of b-orthonormal eigenvectors
of Sppq with eigenvalues 0 ă λ1 ď ... ď λl ;

• we define wi :“ 1

λ
1{2

i

Y ˚i ppq for i “ 1, ..., l, that we complete with a h-

orthonormal basis pwl`1, ..., wnq of Hp to obtain an h-orthonormal basis
of TpM : pw1, ..., wnq.

We simply apply Definition A.39 of the scalar curvature scalhGt to the Riemannian
manifold pM,hGt q. We consider an intermediate result (the third equality) in the
proof of Lemma 5.3 (i) and replace v simultaneously by C´

1{2

t wj, j “ 1, ..., n, in
Lemma 5.3 (i) since they build a hGt -orthonormal basis of TpM .

Notice the following identity we’ll need in the Lie bracket term :

˚´1
`

wV
j

˘

“ 0, @j ą l. (‹)

Then,

scalhGt ppq “
řn
j“1RichGt

`

C
´1{2

t wj
˘

p‹q
“

řn
i,j“1

´

khpC
1{2

t wi ^ C
1{2

t wjq ` ζtpC
1{2

t wi, C
1{2

t wjq
¯

`
řl
i,j“1

t3

4

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

„

Sppq 1

λ
1{2

i p1`tλiq
1{2
yi, Sppq

1

λ
1{2

j p1`tλjq
1{2
yj


ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

b

“
řn
i,j“1

´

khpC
1{2

t wi ^ C
1{2

t wjq ` ζtpC
1{2

t wi, C
1{2

t wjq
¯

`
řl
i,j“1

λiλjt
3

4p1`tλiqp1`tλjq
||ryi, yjs||

2
b .

�

5.2 Orbit types and isotropy representation

The behavior of p PM in the G-action may affect the last term of scalhGt in Lemma 5.4 in
the sense that a lower dimension l of mp would decrease the number of summands. That’s
why we need a criterium, the orbit type, to distinguish between different kinds of points.
Many notions appearing in this section are explained in the fourth part of Appendix A.

Definitions 5.5 - Principal and singular orbits

The maximum orbit type of G on M is the quotient space G{H where H Ď G is
a subgroup conjugated to a subgroup of each isotropy group Gp Ď G, p PM (exists
according to the next result).

An orbit G ¨ p is said :

• principal if its orbit type is maximum, i.e. if G ¨ p – G{H, which means G ¨ p is
of highest dimension for an orbit ;

• singular if it has a smaller dimension.
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Points of such orbits are called principal and singular, respectively.

We define the regular part of M as

M reg :“ tp PM | G ¨ p principal orbitu.

Theorem 5.6

Let a compact Lie group G act smoothly on a connected manifold M , which isn’t
obligatory compact.

Then :

(i) A maximum orbit type G{H for G on M exists ;

(ii) The regular part of M, M reg is open and dense in M .

Proof 5.6: See [Bre72, Chapter IV, Theorem 3.1].

�

In order to define a useful map from g to TpM , for a singular point p PM , we now explore
some properties of the "isotropy representation". Let’s first define this concept :

Definition 5.7 - Representation of a Lie group

Let G a Lie group ;
V a vector space.

A representation of G on V is a group homomorphism from G to AutpV q, the
automorphism group on V .

In the context of our isometric action G ñ pM,hq, let p P M and g P Gp. Then the
differential pdµgqp : TpM Ñ TpM of µg “ µpg, ¨q P IsopM,hq preserves :

• the norm ;

• the orthogonality, i.e. it sends h-horizontal vectors on h-horizontal vectors, i.e.
pdµgqp pHpq Ď Hp.

Hence the following representation of the isotropy group Gp restricted to the orthogonal
group of the horizontal space O pHpq is well-defined :

Definition 5.8 - Isotropy representation

The isotropy representation of G for p PM , restricted to the horizontal space Hp

is :
φp : Gp Ñ O pHpq

g ÞÑ pdµgqp

ˇ

ˇ

ˇ

Hp

.

We will examine the differential of φp at the neutral element e P G in more details :

pdφpqe : gp Ñ opHpq,

with gp and o pHpq the Lie algebras of the Lie groups Gp and O pHpq, respectively.
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Proposition 5.9

Let V be a R-vector field of dimension n.

The Lie algebra of the orthogonal group on V , OpV q, is the vector space of skew-
symmetric matrices :

opV q “
 

A PMatpn,Rq |AT “ ´A
(

Proof 5.9:

The exponential map on the manifold Opnq at En coincides with the ordinary
exponential map for orthogonal matrices :

exp : opV q Ñ OpV q

A ÞÑ
ř`8
i“0

Ai

i! .

Let’s consider a curve through En in the direction A P OpV q :

α : p´ε, εq Ñ OpV q
t ÞÑ t ¨A .

Then, for all t P p´ε, εq :

En “ exppt ¨Aq ¨ exppt ¨AqT “ exppt ¨Aq ¨ exppt ¨AT q “ exp
`

t ¨ pA`AT q
˘

,

ô 0 “
d

dt

ˇ

ˇ

ˇ

t“0
En “

d

dt

ˇ

ˇ

ˇ

t“0
exp

`

t ¨ pA`AT q
˘

“ pA`AT q ¨ exppA`AT q,

ô A`AT “ 0.
�

Corollary 5.10

The differential of the isometry representation pdφpqe : gp Ñ o pHpq sends vectors
of gp on skew-symmetric endomorphisms of Hp, i.e. the representing matrices are
skew-symmetric.

Proof 5.10: Direct consequence of Proposition 5.9.

�

Theorem 5.11

Let p PM ;
x P gp ;
v P Hp ;
V P XpMq an extension of v, i.e. V ppq “ v.

Then,
`

pdφpqepxq
˘

pvq “ pOVX
˚q ppq.

Proof 5.11:

Let’s denote by expMp : TpM Ñ M the exponential map on the manifold M at
point p P M and by expG : g Ñ G the Lie exponential, so as not to confuse
between the two maps.
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Let γpv be the geodesic through p in direction v, i.e. γpvpsq “ expMp ps ¨ vq, @s P R ;
f : R2 ÑM, pt, sq ÞÑ µ

`

expGpt ¨ xq, γpvpsq
˘

, be a parametrized surface3.

Observe that :

• f represents a variation of the geodesic γpv by geodesics, which means that
J :“ B

Bt

ˇ

ˇ

ˇ

t“0
fpt, ¨q “ X˚ ˝ γpv is a Jacobi field4 along γpv ;

• Jp0q “ X˚ppq “ 0p.

Recall that the exponential map expMp : TpM Ñ M is a local diffeomorphism.
According to [Car92, Chapter 5, Corollary 2.5], since Jp0q “ 0p, the following
holds for all s P R :

Jpsq “ s ¨
D

ds

ˇ

ˇ

ˇ

s“0
Jpsq “ s ¨ OB{BsJp0q “ s ¨ OVX

˚ppq,

after identification of the tangent spaces Tγpv psqM and Ts¨vTpM – TpM through
normal coordinates5.

On the other hand, as γpvpsq is identified to s ¨ v,

Jpsq “ X˚ ˝ γpvpsq “
`

pdφpqepxq
˘

ps ¨ vq
dφp linear
“ s ¨

`

pdφpqepxq
˘

pvq.

Hence,
`

pdφpqepxq
˘

pvq “ OVX
˚ppq.

�

5.3 Further considerations on the differential of the isometry
representation

Given a tangent vector v P TpM at p PM , Cavenaghi and Sperança generalizes the linear
map dφpp¨qpvq : gp Ñ TpM,x ÞÑ pOVX˚q ppq to any element of the Lie algebra g :

Definition 5.12 - Auxiliary linear map QV

Let p PM ;
v P TpM with an extension V P XpMq ;
γ :“ γpv : RÑM, s ÞÑ γpsq :“ expps ¨ vq the geodesic through p in direction v.

We define a linear map :
QV : g Ñ TpM

x ÞÑ pOVX˚q ppq.

3Since G and M are assumed to be compact, the geodesics are defined on R.
4See Definition A.36
5See [GHL04, 2.89 bis]
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This map has some interesting properties :

Lemma 5.13

For p PM , if v P Hp, then :

(i) QV pgpq Ď Hp ;

(ii) gp X kerpQV q “ gV ,
where gV is the Lie algebra of GV :“ tg P Gp | φppgqpvq “ vu.

Proof 5.13: See [CS18, Lemma 2].

�

Since G is equipped with a (biinvariant) metric b and gV is a subvector space of gp, we can
define the b-orthogonal complement of gV in gp :

pv :“ pgV q
K
Ď gp .

Corollary 5.14

The auxiliary map restricted on pV

QV

ˇ

ˇ

ˇ

pV
: pV Ñ Hp,

is injective for any p PM , v P Hp.

Proof 5.14: Direct consequence of Lemma 5.13.

�

Definition 5.15 - Fake horizontal vector with respect to v

Let p PM ;
v P Hp.

We call fake horizontal vector with respect to v any element of QV ppV q Ď Hp.
Furthermore, for w P Hp, we denote the unique preimage of its h-orthogonal projection
on QV ppV q by wpV P pV .

Remark 5.16. The fake horizontal vector QV
`

wpV

˘

is also the hGt -orthogonal projection
on QV ppV q by the same argument as in Remark 3.7.

This fake horizontal vectors are crucial in the process of finding a positive lower bound for
the additional term ζt implied in the scalar positive curvature formula given by Lemma
5.4, in case the last term vanishes. To prove the Lawson-Yau Theorem, we will need the
following result for singular points even if the statement holds for any kind of point.
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Proposition 5.17 - Lower bound of ζt

Let t ą 0 ;
p PM ;
v, w P Hp.

Then, if w is not h-orthogonal to QV ppV q, i.e. wpV ‰ 0 :

ζtpv, wq ě 3t
}QV pwpV q}

4
h

}wpV }
2
b

ą 0.

We first introduce an intermediate result dealing with the Killing form term in our situation :

Lemma 5.18

Let p PM ;
v P Hp, with an horizontal extension V P XpMqH ;
γpv : RÑM, s ÞÑ expMp ps ¨ vq, be the geodesic going through p in direction v ;
u “ QV pupV q P QV ppV q, be a fake horizontal vector ;
z P g.

We define a vector field along γpv
ˇ

ˇ

Rą0
:

U : Rą0 Ñ TM
s ÞÑ Upsq :“ 1

sU
˚
pV

`

γpvpsq
˘

P Tγpv psqM.

Then :

(i) limsÑ0` Upsq “ u, so U extends smoothly to s “ 0 ;

(ii) limsÑ0` dωz
`

Upsq, V psq
˘

“ ´h
`

u,OV Z˚ppq
˘

, where V psq :“ V
`

γpvpsq
˘

.

In the following two proofs, we write ĂW psq :“ ĂW pγpvpsqq, s P R, for any ĂW P XpMq.

Proof 5.18:
Ad (i) : As in the proof of Theorem 5.11, we use normal coordinates to identify a
neighborhood of 0p “ U˚pV p0q with a neighborhood of γpvp0q “ p.

The geodesic γpv ĂM can thus be identified with a geodesic Ăγpv P TpM and U˚pV is

a Jacobi field along Ăγpv which can be written as

U˚pV psq “ s ¨ OV U
˚
pV
p0q, @s ą 0.

Hence,

lim
sÑ0`

Upsq “
1

s
lim
sÑ0`

s ¨ OV U
˚
pV
p0q “ OV U

˚
pV
p0q “ u.

X
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Ad (ii) :

Claim : dωz
`

U˚pV psq, V psq
˘

“ ´1
2V h

`

U˚pV psq, Z
˚psq

˘

, for all s ě 0.

Proof of the claim :

Let’s first restrict to regular points γpvpsq, for some s ě 0.

Since the Lie derivative6 LC˚h of h vanishes in the direction of a Killing
vector field C˚ P XpMq (so in particular for action fields), we deduce the
following identity :

C˚hpA,Bq “ h prC˚, As, Bq ` h pA, rC˚, Bsq , @A,B P XpMq. (‹)

We calculate the differential of dωz as in the proof of Proposition 4.6 :

dωz
`

U˚pV , V
˘

“ U˚pV ωzpV q ´ V ωzpU
˚
pV
q ´ ωz

`

rU˚pV , V s
˘

“ 1
2

´

U˚pV hpV,Z
˚q

looomooon

“0

´ V hpU˚pV , Z
˚q ´ h

`

rU˚pV , V s, Z
˚
˘

¯

p‹q
“ ´1

2

´

V hpU˚pV , Z
˚q ` U˚pV hpV,Z

˚q
looomooon

“0

` h
`

V, rU˚pV , Z
˚s
˘

¯

Prop. 2.8
“ ´1

2

´

V hpU˚pV , Z
˚q ´ h

`

V, rUpV , Zs
˚
˘

loooooooomoooooooon

“0

¯

“ ´1
2V hpU

˚
pV
, Z˚q.

So the equality holds at s, if γpvpsq is regular.

Now, suppose γpvpsq is a singular point for some s ě 0. Recall that the set
of all regular points M reg is open and dense in M . As a consequence, for
an infinity of horizontal directions rV psq P Tγpv psqM there exists a sequence
ppiqpiPN of regular points on the geodesic through γpvpsq in direction Ṽ psq
converging to γpvpsq. By continuity of dωz and h, the equality also holds in
the direction V psq for γpvpsq. Claim

�

Hence,

dωz
`

Upsq, V psq
˘

“ ´
V h

`

U˚pV psq, Z
˚psq

˘

2s
, @s ą 0. (‹‹)

And at s “ 0, we know that

dωz
`

U˚pV p0q
loomoon

“0

, V p0q
˘

“ 0.

Observe that the numerator V h
`

U˚pV psq, Z
˚psq

˘

and denominator 2s of p‹‹q both
vanish at s “ 0, because U˚pV p0q “ 0. Therefore, we apply L’Hospital rule to
estimate the limit of the indeterminate form p‹‹q when sÑ 0`. Moreover, since
γpv
1
p0q “ v “ V p0q, the linear derivation V evaluated at h

`

U˚pV , Z
˚
˘

: M Ñ R

6See Definition A.15
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corresponds to the derivative of h
`

U˚pV , Z
˚
˘

˝ γpv : RÑ R at 0 :

limsÑ0` dωz
`

Upsq, V psq
˘

“ ´ limsÑ0`
V h

`

U˚pV psq,Z
˚psq

˘

2s

“ ´1
2
d
ds

ˇ

ˇ

ˇ

s“0
V h

`

U˚pV psq, Z
˚psq

˘

“ ´1
2
d2

ds2

ˇ

ˇ

ˇ

s“0
h
`

U˚pV psq, Z
˚psq

˘

“ ´1
2

´

h
`

D2

ds2
U˚pV p0q, Z

˚p0q
˘

` h
`

U˚pV p0q,
D2

ds2
Z˚p0q

˘

` 2h
`

D
dsU

˚
pV
p0q, DdsZ

˚p0q
˘

¯

.

The last equality holds because derivating with respect to s is equivalent to derivate
in direction V , which allows to use the compatibility of O with the metric h twice.
Let’s compute these covariant derivatives for the geodesic γpv :

• D2

ds2
U˚pV p0q “ ´Rh

`

v, U˚pV p0q
˘

v “ ´Rh
`

v, 0p
˘

v “ 0p because of Jacobi Equa-
tion and tri-linearity of the curvature tensor Rh ;

• D2

ds2
Z˚p0q “ 0p by similar arguments ;

• D
dsU

˚
pV
p0q “ OV U˚pV p0q “ QV pupV q “ u ;

• D
dsZ

˚p0q “ OV Z˚p0q “ OV Z˚ppq.

So the two first terms vanish and we obtain :

lim
sÑ0`

dωz
`

Upsq, V psq
˘

“ ´h
`

u,OV Z
˚ppq

˘

.

X

�

Proof 5.17:
Recall the formula for the additional term obtained at the end of Chapter 4 for
the Cheeger metric hGt :

ζtpv, wq :“ 3
ˇ

ˇ

ˇ

ˇAfpvqfpwq
ˇ

ˇ

ˇ

ˇ

2

h` 1
t
b
“ 3tmax

zPg
z‰0

#

`

dωzpv, wq `
t
2bprSppqx, Sppqys, zq

˘2

th
`

Z˚ppq, Z˚ppq
˘

` 1

+

ě 0,

where x :“ ˚´1pvVq “ 0 P g and y :“ ˚´1pwVq “ 0 P g since v and w are
horizontal. That’s why the second term of the numerator will disappear.

We define the unit vector z :“
wpV
}wpV

}b
Ď gp, so Z˚ppq “ 0, and obtain :

ζtpv, wq ě 3t dωzpv, wq
2. (‹)

Let γpv : RÑM, s ÞÑ expMp ps ¨ vq be the geodesic going through p in direction v ;
V,W P XpMq extensions of v and w, respectively.

Then, by Lemma 5.18,

dωzpv, wq “ ´ lim
sÑ0`

dωz
`

W psq, V psq
˘

“ h
`

w,OV Z
˚p0q

˘

.
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By definition, OV Z˚p0q “ QV pzq “
QV pwpV

q

}wpV
}b
P TpM , so p‹q becomes

ζtpv, wq ě 3t h

ˆ

w,
QV pwpV q

}wpV }b

˙2

“ 3t h

ˆ

QV pwpV q,
QV pwpV q

}wpV }b

˙2

“ 3t
}QV pwpV q}

4
h

}wpV }
2
b

ą 0.

�

5.4 Lawson-Yau Theorem

Everything seen until this point permits to prove the following major result on some compact
manifolds :

Theorem 5.19 - Lawson-Yau Theorem (1974)

Let pM,hq be a compact Riemannian manifold ;
G be a compact, connected and non-abelian Lie group acting effectively and by
isometries on pM,hq.

Then there exists some metric rh on M with positive scalar curvature, i.e.

scal
rh
ppq ą 0, @p PM.

We follow the Cavenaghi and Sperança approach to find a Cheeger metric ht fulfilling this
property7.

Proof 5.19:

Claim 1 : Our G-action can be reduced to the case of an effective S3- or SOp3q-
action on pM,hq, regardless of the dimension of G.

Proof of the claim 1 :

According to [Bum04, Theorem 19.1], there exists a Lie group homomorphism
φ : S3 Ñ G with finite kernel. Therefore, S3 acts (almost) effectively on M
through µ̃ :“ µ ˝ φ : S3 Ñ IsopM,hq.

If kerpµ̃q “ t1u, then µ̃ is effective. In the other case, the induced action
µ̃{ker µ̃ of the quotient set S

3
{ker µ̃ – SOp3q on M is effective.

Claim 1
�

We now consider the Cheeger construction hÑ
G
hGt on pM,hq induced by pG, bq.

Let’s recall the formula of scalar curvature at q PM developed in Lemma 5.4 for
a Cheeger metric hGt , t ą 0 :

scalhGt pqq “
řn
i,j“1

´

kh
`

C
1{2

t wi ^ C
1{2

t wj
˘

` ζt
`

C
1{2

t wi, C
1{2

t wj
˘

¯

`
řl
i,j“1

λiλjt
3

4p1`tλiqp1`tλjq
||ryi, yjs||

2
b .

(‹)

7See [CS18, Theorem 3.3].
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where py1, ..., ylq is a b-orthonormal basis of mq “ pgqq
K composed of eigenvectors

of Spqq with the corresponding eigenvalues 0 ă λ1 ď ... ď λl ;

pC
1{2

t w1, ..., C
1{2

t wnq is a hGt -orthonormal basis of TqM .

Claim 2 : The term
řn
i,j“1 kh

`

C
1{2

t wi ^C
1{2

t wj
˘

possess a uniform lower bound L.

Proof of the claim 2 :

For all q PM , let’s define

Lq :“ min
1ďi,jďn

khpwi ^ wjq “ min
1ďi,jďn

sechpwi, wjq.

Since spantwi, wju “ spantC
1{2

t wi, C
1{2

t wiu, we obtain for all t ą 0 and all
1 ď i, j ď n :

khpC
1{2

t wi ^ C
1{2

t wjq “ sechpwi, wjq ¨ }C
1{2

t wi ^ C
1{2

t wj}
2
h

ě Lq ¨ }C
1{2

t wi ^ C
1{2

t wj}
2
h

looooooooooomooooooooooon

ď1

ě minp0, Lqq.

Hence, for the whole term,
n
ÿ

i,j“1

kh
`

C
1{2

t wi ^ C
1{2

t wj
˘

ě min

ˆˆ

n
2

˙

¨ Lq, 0

˙

.

By compactness argument, there exists a lower bound L for this sum on the
whole manifold M which holds for all t ą 0.

Claim 2
�

By contraction, suppose that none of the Cheeger metric hGt carries a positive
scalar curvature. Then, there exists a sequence ppnqnPN in M with scalhGn ppnq ď 0,
@n P N. By the compactness assumption and Bolzano-Weierstrass Theorem, a
convergent subsequence exists and we’ll denote by p PM its limit point.

Claim 3 : There exists a N P N with the property that scalhGn ppq ď 0, for all
n ě N .

Proof of the claim 3 :

We again argue by contradiction. Suppose that there exists a sequence
ni Ñ `8 in N such that scalhGni ppq ą 0, for all i P N.

For a given ni, i P N, there exists a neighborhood U of p on which

scalhGni
ą ε ą 0,

because of the continuity of the scalar curvature scalhni . We denote by
U reg :“ U XM reg the open and dense subset of regular points in U .

We know then that for all q P U reg, the last term of p‹q tends to infinity and
therefore exceeds L for all sufficiently big t ą 0. By monotonicity of ζt, the
last term in p‹q and continuity of scalar curvature, this is true on the whole
neighborhood U , i.e. a common lowest T ą 0 exists with the property that
scalhGt pqq ą 0, for all t ą T , q P U .

Therefore, for all n ą T with pn P U :

scalhGn ppnq ą 0.  
Claim 3
�
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Claim 4 : p is a singular point.

Proof of the claim 4 :

Suppose p is regular. It suffices to show that there exists non-commuting
v, w P mp to obtain a diverging last term in p‹q and contradict this hypothesis.

In our situation, G – S3 or G – SOp3q and in both cases, g – sop3q. This
denotes the Lie algebra of skew symmetric p3ˆ 3q-matrices sop3q which is
equipped with the Lie bracket defined by the commutator :

rA,Bs “ AB ´BA, @A,B P sop3q.

G acts effectively on M and p has principal orbit.

ñ Gp ‰ G.

ñ gp ‰ g.

ñ dim gp ě 2.

If Gp was of dimension 2, this would mean that its Lie algebra gp would be
a 2-dimensional Lie subalgebra of sop3q. However, any linear independent
A,B P sop3q has the property that rA,Bs R spanpA,Bq. In other words, it
generates all sop3q. As a consequence, dimgp “ 0 or 1.

ñ dimmp ě 2.

We can then choose linearly independent v, w P mp skew-symmetric matrices,
up to isomorphism. These v, w generates a linear independent u P sop3q
through the Lie bracket :

rv, ws “ u ‰ 0.

Hence, there exists some t ą 0 such that the last term of p‹q exceeds L,
which means that

scalhGt ppq ą 0.  
Claim 4
�

If dimmp ě 2, then we have the same contradiction as in Claim 4 and the
statement follows.

Consider the opposite situation dimmp “ 0 (gp can’t have dimension 2 as demon-
strated above). In this case, p is a G-fixed point.

Since G acts effectively on M , it is the same for the G-action on TpM given by
the isotropy representation. We choose a horizontal vector v P Hp with respect to
h in the open and dense subset of principal orbits. Recall the principal isotropy
GV has maximal dimension 1, since it can’t be the whole G.

ñ dim gV ď 1.

ñ dim pV ě 2.

Therefore, there exists a non-zero wpV P pV , which is also sent to a non-zero
fake horizontal vector QV twpV u P Hp. Define w P Hp h-orthogonal to v with fake
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horizontal vector QV twpV u. By Proposition 5.17, the additional term is positive :

ζtpv, wq ě 3t
}QV pwpV q}

4
h

}wpV }
2
b

ą 0.

Suppose v and w are normalized with respect to h and observe that the h-
orthonormal basis pwl`1, ..., wnq of Hp can be constructed by completing pv, wq.
As a consequence, w.l.o.g. v “ wl`1 and w “ wl`2. Finally :

scalhGt ppq ě L` 3t
}QV pwpV q}

4
h

}wpV }
2
b

Ñ
tÑ`8

`8.

 

�
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Appendix A

Some Riemannian Geometry aspects

This appendix is largely based on the Riemannian Geometry lecture given at the University
of Fribourg by Dr. David González Álvaro during the academic year 2017-18 ([Gon17]).

A.1 Basic recalls

Let M be a smooth manifold of dimension n ;
p PM ;
f P C8pUq with U an open neighborhood of p.

We define the germ of f at p as the equivalence class of pf, Uq for the following equivalence
relation :

pf, Uq „ pg, V q ô f ” g on an open neighborhood of p,W Ď U X V.

The set of all germs of smooth functions at p is denoted by C8p pMq.

Definitions A.1 - Tangent vector & tangent space

A tangent vector at p is a linear derivation of C8p pMq, i.e. v : C8p pMq Ñ R
satisfying @λ P R, @f, g P C8p pMq :

(i) vpλ ¨ fq “ λ ¨ vpfq ;

(ii) vpf ¨ gq “ fppq ¨ vpgq ` vpfq ¨ gppq.

The set of all tangent vectors forms the tangent space of M at p, forming a real
vector field :

TpM :“ tv : C8p pMq Ñ R tangent vector at pu.

But sometimes we rather interpret TpM as a set of equivalent curves, since each smooth
α : RÑM with αp0q “ p defines a linear derivation vα through vαpfq :“ pf ˝ αq1p0q.
This tangent vector is usually denoted by α1p0q instead of vα. Hence we consider two
curves α1 and α2 as equivalent if α11p0q “ α12p0q. Conversely, each tangent vector v is
related to a curve α through v “ α1p0q. In this context, the tangent space is written

TpM :“ tα : RÑM | αp0q “ pu{„.
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Definition A.2 - Differential

Let φ : M Ñ N be a smooth map between manifolds.

The following linear map is named the differential of φ at point p :

dφp : TpM Ñ TφppqN

v “ α1p0q ÞÑ vpφq :“ pφ ˝ αq1p0q.

It respects the chain rule:
dpψ ˝ φqp “ dψφppq ˝ dφp,

for any smooth φ : M1 ÑM2, ψ : M2 ÑM3 and p PM1.

Remark A.3. If φ : M Ñ N is a diffeomorphism, then dφp is an isomorphism.

A.2 Vector fields

Definitions A.4 - Vector field & Lie brackets

A vector field on M refers to any section of the projection map π : TM Ñ M , i.e.
any smooth map X : M Ñ TM respecting Xppq P TpM @p PM .

X admits another interpretation, generalizing the linear derivation Xppq P TpM :

X : C8pMq Ñ C8pMq
f ÞÑ Xf,

where Xf : M Ñ R
p ÞÑ pXfqppq :“ pXppqqpfq “ dfpXppqq.

The vector fields set XpMq has a vector space structure and is even a Lie algebra
considering the following Lie brackets on XpMq :

r¨, ¨s : XpMq ˆ XpMq Ñ XpMq
pX,Y q ÞÑ rX,Y s :“ XY ´ Y X.

We have seen that a tangent vector may be defined from a curve but on the other way we
can construct curves from vector fields :

Definition A.5 - Integral curve

Let X P XpMq.

An integral curve of X is a differential curve α :

R
Y

I Ñ M whose velocity at each
point αptq PM equals the tangent vector X pαptqq P TαptqM :

α1ptq “ X pαptqq .

Note that some integral curves may not be defined on R.1
1See [Lee12, Examples 9.9 and 9.10]

73



APPENDIX A. SOME RIEMANNIAN GEOMETRY ASPECTS

Definition A.6 - Flow of a vector field

Let X P XpMq.

We call flow domain for M any open subset D Ď RˆM such that

Dp :“ tt P R | pt, pq P Du “ pap, bpq,

with ap ă 0 ă bp, for all p PM .

A local flow of X is a smooth map θ : D ÑM respecting for all well-defined t, s P R
and for all p PM :

(i) θp0, pq “ p ;

(ii) θ ps, θpt, pqq “ θps` t, pq ;

(iii) B
Bt

ˇ

ˇ

ˇ

t“0
θpt, pq “ Xppq.

In the case D “ RˆM , we speak of the global flow of X. Then, (i) and (ii) imply
that θ becomes a smooth action of R over M , and θ generates a group homomorphism :

θ̃ : pR,`q Ñ pDiffpMq, ˝q

t ÞÑ
θt : M Ñ M

p ÞÑ θpt, pq
,

where DiffpMq is the diffeomorphism group of M .

Remark A.7. For all p PM , the following is an integral curve :

θp : pap, bpq Ñ M
t ÞÑ θpt, pq.

M

p
‚

θp

X

Definitions A.8 - φ-related, push-forward & φ-invariant

Let φ : M Ñ N be smooth.

Two vector fields X P XpMq and Y P XpNq are φ-related if for all p PM :

dφp
`

Xppq
˘

“ Y
`

φppq
˘

.

Now suppose φ to be a diffeomorphism. Given X P XpMq, we construct φ˚X P XpNq,
called the push-forward vector field, which is the unique φ-related vector field to
X:

pφ˚Xq
`

φppq
˘

:“ dφp
`

Xppq
˘

, @p PM.

For a diffeomorphism φ : M ÑM , X P XpMq is said φ-invariant if φ˚X “ X.
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Proposition A.9 - Naturality of Lie Brackets

Let φ : M Ñ N be a smooth map ;
X1, X2 P XpMq and Y1, Y2 P XpNq such that Xi is φ-related to Yi, i “ 1, 2.

Then rX1, X2s is φ-related to rY1, Y2s.

Proof A.9: See [Lee12, Proposition 8.30].
�

Corollary A.10 - Push-forward of Lie Brackets

Let φ : M Ñ N be a diffeomorphism ;
X1, X2 P XpMq.

Then,
φ˚rX1, X2s “ rφ˚X1, φ˚X2s.

Proof A.10:

Let p PM .

Define Yi :“ φ˚Xi the φ-related vector field to Xi, i “ 1, 2.

Then
φ˚rX1, X2s

`

φppq
˘

“ dφp
`

rX1, X2s ppq
˘

Prop. A.9
“

“

dφppX1q, dφppX2q
‰

ppq

“
“

φ˚X1, φ˚X2

‰`

φppq
˘

.

�

A.3 Riemannian metric

Definitions A.11 - Riemannian metric & isometry

A (Riemannian) metric h on M is a map associating an inner product hp on TpM
to each p PM , for which p ÞÑ hp pXppq, Y ppqq is smooth for all X,Y P XpMq.
pM,hq is called a Riemannian manifold.

We sometimes use the norm }v}h :“
a

hpv, vq, for v P TpM .

Given an immersion φ : M Ñ N , a metric hN on N induces the pullback metric
hM “ φ˚hN on M :

`

φ˚hN
˘

p
pv, wq :“

`

hN
˘

φppq

`

dφppvq, dφppwq
˘

,

for all p PM , v, w P TpM .
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We define an isometry as a diffeomorphism φ : pM,hM q Ñ pN,hN q satisfying

hM “ φ˚hN .

The isometry group of pM , hq equipped with the map composition ˝ is

IsopM,hq :“ tφ : pM,hq Ñ pM,hq isometryu.

Note A.12. One often deletes the index p in the function hpp , q when there is no possible
confusion.

Examples A.13 - Riemannian manifolds

Common Riemannian manifolds are :

• pRn, heucq where heucp BBxi ,
B
Bxj
q “ δij is called the euclidean metric ;

• pHn, hhypq where hhyppa1,...,an´1,bq
“ 1

b2
¨ heucpa1,...,an´1,bq

is called the hyperbolic
metric ;

• pSn´1, ι˚heucq for the canonical embedding ι : Sn´1 ãÑ Rn.

Proposition A.14

Every smooth manifold admits a Riemannian metric.

Proof A.14:

Idea : Use partition of unity and local charts arguments.

See [do Carmo, p.43] for details.
�

Analogously to smooth functions, we can derivate a metric in the direction of a vector
field.

Definition A.15 - Lie derivative of a metric

Let pM,hq be a Riemannian manifold;
V P XpMq.

We define the Lie derivative of the metric h according to V as follows :

pLV hqpX,Y q :“ V
`

hpX,Y q
˘

´ h
`

rV,Xs, Y
˘

´ h
`

X, rV, Y s
˘

.
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A.4 Covariant derivative and geodesic

This section focus on curves on a Riemannian manifold pM,hq, and more particularly the
curves minimizing the distance between two points, called geodesics. This requires some
kind of derivation notion of vector fields along curves based on the following notion :

Definitions A.16 - Affine connection

An (affine) connection on M is any R´bilinear map

O : XpMq ˆ XpMq Ñ XpMq
pX,Y q ÞÑ OXY ,

satisfying @X,Y, Z P XpMq,@f, g P C8pMq :

(i) Of ¨X`g¨Y Z “ f ¨ OXZ ` g ¨ OY Z ;

(ii) OXpY ` Zq “ OXY ` OXZ ;

(iii) OXpf ¨ Y q “ fOXY `Xf ¨ Y (Leibniz Rule for O).

Furthermore, O is called :

• compatible with the metric h if

XhpY,Zq “ hpOXY,Zq ` hpY,OXZq,

@X,Y, Z P XpMq ;

• symmetric if
OXY ´ OYX “ rX,Y s,

@X,Y, Z P XpMq.

Theorem A.17 - Levi-Civita

For a fixed Riemannian manifold pM,hq, there exists a unique affine connection O
beeing compatible with h and symmetric. One names it Levi-Civita connection.

Proof A.17:
Such a connection O should satisfy the Koszul formula, which determines
uniquely O :

hpOXY,Zq “ 1
2tY hpX,Zq `XhpZ, Y q ´ ZhpY,Xq
´hprY, Zs, Xq ´ hprX,Zs, Y q ´ hprY,Xs, Zqu,

@X,Y, Z P XpMq.

�

Remark A.18. Through the whole document, the "L-C"-mention may be implicit, since
we only employ L-C connections.
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Definition A.19 - Vector field along a curve

Let γ : pa, bq ÑM a curve on M .

A vector field along γ is a smooth map V : pa, bq Ñ TM such that V ptq P TγptqM
@t P ra, bs. The simplest example of such elements is the derivative of the curve γ1ptq.

One will denote by Xpγq the set of vector fields along γ and keep in mind that such a
map can be viewed as a restriction of a vector field rV P XpMq on γpra, bsq ĂM :

V ptq “ rV
`

γptq
˘

, @t P ra, bs.

Definition A.20 - Covariant derivative & parallel vector field

Let O the Levi-Civita connection on pM,hq ;
γ : ra, bs ÑM a curve.

A covariant derivative on pM,hq is a map

D
dt : Xpγq Ñ Xpγq

V ÞÑ DV
dt ,

such that the following holds for all V P Xpγq:

(i) DpV`W q
dt “ DV

dt `
DW
dt @W P Xpγq ;

(ii) DpfV q
dt “ f DVdt `

df
dtV @f P C8

`

ra, bs
˘

;

(iii) for vector fields extensions rV , rγ1 P XpMq of V , respectively γ1ptq :

DV

dt
ptq “

´

O
rγ1ptq

rV
¯

`

γptq
˘

, @t P pa, bq.

A vector field along γ, V P Xpγq, is called parallel if DV
dt “ 0, i.e. if its covariant

derivative is the trivial vector field along γ.

The following type of curves is a key notion when studying Riemannian manifolds, because
of their useful properties :

Definition A.21 - Geodesic

We call geodesic a curve γ : pa, bq ÑM if the derivative vector field γ1ptq along γ is
parallel, i.e. O

rγ1rγ
1
`

γptq
˘

“ 0γptq P TγptqM , @t P pa, bq.

Theorem A.22 - Existence and uniqueness of geodesics

Given p P M and v P TpM , there exists a unique geodesic (up to the definition set)
γpv : p´ε, εq ÑM with γpvp0q “ p and γpv

1
p0q “ v.

Proof A.22: See for example [Car92, Lemma 2.3]. �

78



APPENDIX A. SOME RIEMANNIAN GEOMETRY ASPECTS

Definition A.23 - Exponential map of a Riemannian manifold

Let p PM .

If Ωp Ď TpM refers to the set of vectors v one which γpvp1q is defined, the exponential
map of M at p is :

expp : Ωp Ď TpM Ñ M

v ÞÑ γpvp1q

Theorem A.24

For all p PM , expp is a local diffeomorphismus from a neighborhood of 0p P TpM to a
neighborhood of p PM .

Proof A.24: See for example [GHL04, Proposition 2.88]. �

Remark A.25. For Lie groups with a biinvariant metric, this definition of exponential
map is equivalent to the Lie exponential map introduced at the beginning of Chapter 2
(Definition 2.2).

Properties A.26 - Geodesics

(i) Since O is compatible with h, the norm of γ1 is constant :

d

dt
h
`

γ1ptq, γ1ptq
˘

“ 2h
´Dγ1

dt
ptq

loomoon

“0

, γ1ptq
¯

“ 0, @t P ra, bs.

That’s why we often reparametrize the curve to obtain a normal geodesic, with
norm of the derivative equal to 1.

(ii) Geodesics are curves minimizing distances between two points : for a normal ball
B ĂM (exponential image of a ball in TpM , p PM), if a geodesic γ : ra, bs ÑM
is contained in B, then every curve α : ra, bs ÑM joining γpaq and γpbq is longer
than γ :

lengthpγq :“

ż b

a
}γ1ptq}dt ď

ż b

a
}α1ptq}dt “: lengthpαq.

(iii) All compact Riemannian manifolds pM,hq are geodesically complete, i.e.
every geodesic is defined on the whole R. It allows the exponential map expp to
be defined on the whole tangent space TpM , for all p PM .

A.5 Sectional curvature

Locally, two Riemannian manifolds of the same dimension look topologically identical.
However, the L-C connection O leads to a useful map R permitting to distinguish them
through their curvature sec.
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Definition A.27 - Curvature tensor

The curvature tensor of pM,hq is :

R : XpMq ˆ XpMq ˆ XpMq Ñ XpMq
pX,Y, Zq ÞÑ RpX,Y qZ :“ OXOY Z ´ OY OXZ ´ OrX,Y sZ .

As for the Euclidean space pRn, heucq R ” 0, we may interpret the curvature tensor as
how the analyzed manifold deviates from the Euclidean case.

In fact, it appears that the vector pRpX,Y qZq ppq P TpM only depends on the vectors
Xppq, Y ppq, Zppq P TpM . This observation leads to the well-definition of the induced
map :

Rp : TpM ˆ TpM ˆ TpM Ñ TpM.

Simple computations leads to a few useful characteristics :

Properties A.28

Let X,Y, Z,W P XpMq.

(i) R is C8pMq-tri-linear ;

(ii) Bianchi identity : RpX,Y qZ `RpY,ZqX `RpZ,XqY “ 0 ;

(iii) h pRpX,Y qZ,W q “ ´h pRpY,XqZ,W q ;

(iv) h pRpX,Y qZ,W q “ ´h pRpX,Y qW,Zq ;

(v) h pRpX,Y qZ,W q “ h pRpZ,W qX,Y q.

Definitions A.29 - Sectional curvature & space form

Let p P pM,hq;
Πp “ spanpv, wq Ă TpM a 2-plane, i.e. a 2-dimensional vector subspace of TpM
with basis pv, wq.

The sectional curvature of Πp refers to the following real value :

secpv, wq “ secpΠpq :“
kpv ^ wq

}v ^ w}2h
:“

hpRpv, wqw, vq

hpv, vq ¨ hpw,wq ´ hpv, wq2
.

The denominator makes the sectional curvature of Πp invariant to its basis.

Interpretation of sec :

• If secpv, wq ě 0, the distance between geodesics starting at the same point and
with initial velocities in spanpv, wq grows slower than in the flat space pRn, heucq ;

• If secpv, wq ď 0, the geodesics move away from each other faster than in the
euclidean case.

One calls a space form a Riemannian manifold having a constant sectional curvature,
i.e. sec ” c P R.
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Lemma A.30

For all λ ą 0,

secλh “
1

λ
sech.

Proof A.30:

Observe by the Koszul formula, that pM,hq and pM,λhq owns the same L.-C.
connection :

Oh “ Oλh.

As a consequence, the curvature tensors are the same :

Rh “ Rλh.

Consider now v, w P TpM , for any p PM and compute :

secλhpv, wq “
pλhq

`

Rλhpv,wqw,v
˘

pλhqpv,vq¨pλhqpw,wq´pλhqpv,wq2

“ λ
λ2

hpRpv,wqw,vq
hpv,vq¨hpw,wq´hpv,wq2

“ 1
λsechpv, wq.

�

Examples A.31 - Space forms

The three common Riemannian manifolds in Examples A.13 are all space forms :

• sec Rn ” 0 for heuc ;

• sec Hn ” ´1 for hhyp ;

• sec Sn´1 ” 1 for ι˚heuc.

Theorem A.32 - Classification of space forms, Hopf 1926

Let pM,hq be a complete simply connected Riemannian manifold, i.e. :

• complete : the exponential map expp is defined on all TpM for all p PM ;

• simply connected : M is path-connected and the fundamental group (= set of
homotopy classes) Π1pMq “ tidMu.

If sec M ” c, for c P R, then :

• if c “ 0, pM,hq is isometric to pRn, heucq ;

• if c ă 0, pM, 1
´chq is isometric to pHn, hhypq ;

• if c ą 0, pM, 1
chq is isometric to pSn´1, ι˚heucq.
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Note A.33. If a complete Riemannian manifold doesn’t fulfill the simple connectivity,
the result holds for its universal covering M̄ with the covering metric. This Riemannian
manifold always exists according to [Lee12, Corollary 4.43].

Proof A.32: See [GHL04, Theorem 3.82].
�

Let’s now see the particular case of a product manifold.

Product manifold

From two Riemannian manifolds, we can construct a new one :

Definition A.34 - Metric on a product manifold

Let pM1, h1q and pM2, h2q be Riemannian manifolds.

A possible metric on the product manifold M1 ˆM2 is h1 ` h2, simply defined as

ph1 ` h2q
`

pv1, v2q, pw1, w2q
˘

:“ h1pv1, w1q ` h2pv2, w2q,

for all pv1, v2q, pw1, w2q PM1 ˆM2.

We call pM1 ˆM2, h1 ` h2q Riemannian product of M1 and M2.

The curvature tensor R of pM1 ˆM2, h1 ` h2q will take a form involving the ones R1 of
pM1, h1q and R2 of pM2, h2q :

Proposition A.35 - Curvature tensor of a product manifold

Let pp1, p2q PM1 ˆM2 ;
v :“ pv1, v2q, w :“ pw1, w2q, ζ :“ pζ1, ζ2q P Tpp1,p2qpM1 ˆM2q.

Then :

(i) R1pv1, w1qζ1 “ R
`

pv1, 0q, pw1, 0q
˘

pζ1, 0q ;

(ii) R2pv2, w2qζ2 “ R
`

p0, v2q, p0, w2q
˘

p0, ζ2q ;

(iii) Rpv, wqζ “
´

R1pv1, w1qζ1, R2pv2, w2qζ2

¯

,

if we identify any ξ1 P Tp1M1 with pξ1, 0q P Tpp1,p2qpM1 ˆM2q and any ξ2 P Tp2M2

with p0, ξ2q P Tpp1,p2qpM1 ˆM2q.

Proof A.35:

It comes out of the following identity, we easily prove with the Koszul formula :

OXY “
`

O1
X1
Y1,O

2
X2
Y2

˘

, for any X :“ pX1, X2q, Y :“ pY1, Y2q P XpM1ˆM2q.

See [AK03, Section 2] for details.

�
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A.6 Jacobi fields

A Jacobi field measures how geodesics differ from each other in an infinitesimal way. In
other words, they are variations of geodesics by geodesics. It is constructed through the
derivative of a parametrized surface.

We fix a metric h on M .

Definition A.36

Let γ : p´ε, εq ÑM be a geodesic.

A vector field J P Xpγq is called Jacobi field if it satisfies the Jacobi equation for all
s P p´ε, εq :

D2J

ds2
`R

`

γ1psq, Jpsq
˘

γ1psq “ 0.

Construction of Jacobi fields

Let p PM ;
ṽ P TpM ;
w P TṽTpM – TpM ;
v : pa, bq ÑM the geodesic in TpM with vp0q “ ṽ and v1p0q “ w.

We define a parametrized surface on M :
f : p´ε, εq ˆ pa, bq Ñ M

ps, tq ÞÑ expp
`

s ¨ vptq
˘

.

Then,
J : p´ε, εq Ñ TM – TvTM

s ÞÑ
Bf
Bt

ˇ

ˇ

ˇ

t“0
ps, tq “ pd exppqs¨vps ¨ wq ,

is a Jacobi field along γpṽ . See [Car92] for details.

Properties of Jacobi fields

Jacobi fields are used to describe how parallel vector fields change along geodesics on space
forms and therefore how geodesics move away from each others :
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Proposition A.37

Let γ be a geodesic on M ;
V P Xpγq a parallel vector field.

If pM,hq is a space form with sec “: k P R, then

Jpsq :“

$

’

’

&

’

’

%

sinps¨
?
kq

?
k

¨ V psq if k ą 0 ;

s ¨ V psq if k “ 0 ;

sinps¨
?
´kq

?
´k

¨ V psq if k ă 0 .

forms a Jacobi field along γ.

A.7 Ricci curvature and scalar curvature

Information contained in the curvature tensor R can be summarized in new curvature tools :

Definition A.38 - Ricci curvature

Let p PM ;
pe1, ..., enq an orthonormal basis of TpM ;
v, w P TpM .

The Ricci curvature of spanpv,wq is defined as the following real value :

Ricppv, wq :“ tr phpRp¨, vqw, ¨qq “
n
ÿ

i“1

hpRpei, vqw, eiq.

The Ricci curvature is a symmetric and bilinear form.

One often looks at the Ricci curvature of one vector v :

Ricppvq :“ Ricppv, vq.

Definition A.39 - Scalar curvature

Let p PM ;
pe1, ..., enq be an orthonormal basis of TpM .

The scalar curvature is a function scal : M Ñ R given by the trace of Ric viewed
as a tensor on TpM :

scalppq :“ trpRicpq “
n
ÿ

i“1

Ricppeiq “ 2
ÿ

1ďiăjďn

secpei, ejq.

The last equality comes from the orthonormality of peiqi“1,...,n and

secpei, eiq “ 0 @i “ 1, ..., n.
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Appendix B

Lie groups

This appendix focus on a very particular type of manifolds : the Lie groups. These
topological objects possess properties that may notably affect their metrics and define
interesting actions on smooth manifolds.

The elements defined here come for the most part from the two Lie groups lecture taught
by Dr. Oliver Baues respectively Prof. Anand Dessai at the University of Fribourg during
the fall semesters of 2016 and 2018 respectively ([Bau16] and [Des18]).

B.1 Basic recalls

Definitions B.1 - Lie group, & 1-parameter subgroup

A smooth manifold G with a group structure is called a Lie group if the internal law
and the inverse operations are smooth maps.

In this category, the Lie groups morphisms φ : G1 Ñ G2 are smooth group
homomorphisms. When G1 “ R, we speak of a 1-parameter subgroup of G for φ.

Examples B.2 - Lie groups

(i) Every n-dimensional R-vector space - for instance pRn,`q - is an n-dimensional
Lie group.

(ii) A torus Tn :“ S1 ˆ ...ˆ S1
loooooomoooooon

n factors

– Rn{Zn has a Lie group structure.

(iii) The isometry group pIsopM,hq, ˝q of a Riemannian manifold pM,hq and any of
its closed subgroups are Lie groups, according to the Myers-Steenrod Theorem
[AB15, Theorem 2.12]. The last section of this appendix will focus on the
1-parameter subgroups of isometries which generate Killing vector fields.
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Definitions B.3 - Lie brackets & Lie algebra

Let K be a field ;
V a K-vector space.

A Lie product or Lie bracket is any K-bilinear map r¨, ¨s : V ˆ V Ñ V satisfying
@X,Y, Z P V :

• Anti-symmetry : rX,Y s “ ´ rY,Xs ;

• Jacobi identity : rrX,Y s , Zs ` rrY, Zs , Xs ` rrZ,Xs , Y s.

X,Y P V commute if rX,Y s “ 0.

V equipped with this new operation becomes a Lie algebra, that we often denote by
a lower-case fraktur letter : g :“ pV, r¨, ¨sq. In the Appendix A, the vector fields set
pXpMq, r¨, ¨sq illustrates this concept.

A linear map between Lie algebras ψ : pg1, r¨, ¨s1q Ñ pg2, r¨, ¨s2q is a Lie algebra
homomorphism when ψ prX,Y s1q “ rψpXq, ψpY qs2, @X,Y P g.

Given a Lie group G, we define the Lie algebra of G as the tangent space of G at
the neutral element e :

g :“ Lie G :“ TeG,

together with the Lie bracket being analog to the one for XpGq after identification of
TeG with specific vector fields, which we present just below.

B.2 Left- and right-invariant vector fields

Definition B.4 - Left-/right-invariant vector field

Let g P G and define the left-translation map Lg : GÑ G by Lgphq :“ g ¨ h.

A vector field X P XpGq is said left-invariant if it is Lg-invariant for all g P G, i.e.
pLgq˚X “ X @g P G.

We denote by XpGqL the set of left-invariant vector fields on G.

Analogously, we define the right-translation map Rg and right-invariant vector fields
composing the set XpGqR.

Remark B.5. Every x P g can be identified to a unique left-invariant (resp. right-invariant)
vector field XL (resp. XR) :

XLpeq :“ x,
XLpgq :“ pdLgqe pxq.

This observation reveals that g “ TeG – XpGqL – XpGqR.

In this context, Lie brackets on TeG are defined as follows for any x, y P TeG :

rx, ysTeG :“ rXL, YLsXpGqpeq “
`

XLYL ´ YLXL

˘

peq.

86



APPENDIX B. LIE GROUPS

Example B.6 - Left-invariant vector field

On pS1, ¨q, left-invariant vector fields take the following form :

S1

‚e

x

XL

The Lie brackets of left- and right-invariant vector fields generated by the same tangent
vectors are linked :

Proposition B.7

Let G be a Lie group ;
g P G ;
x, y P g.

Then,
rXL, YLs peq “ ´ rXR, YRs peq.

Proof B.7: Based on [Ban06].

We consider :

• the inversion map :

I : G Ñ G
g ÞÑ Ipgq :“ g´1 ;

• the multiplication map :

µ : GˆG Ñ G
pg1, g2q ÞÑ g1 ¨ g2 .

¬ Claim : the differential of µ is the sum of differential of right- and left-translations.
i.e. dµpg1,g2qpξ1, ξ2q “ dRg1pξ1q ` dLg2pξ2q, @g1, g2 P G, @ξ1 P Tg1G, ξ2 P Tg2G.

Let g1, g2 P G;
ξ1 P Tg1G;
ξ2 P Tg2G.

We define the parametrized curve

α : R Ñ GˆG
t ÞÑ αptq :“ pc1ptq, c2ptqq ,

with c1, c2 : RÑ G such that

c1p0q “ g1 ; c11p0q “ ξ1 ;

c2p0q “ g2 ; c12p0q “ ξ2 .
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Then,
pµ ˝ αqptq “ µ ppc1ptq, c2ptqqq “ c1ptq ¨ c2ptq.

Hence,

dµpg1,g2qpξ1, ξ2q “ pµ ˝ αq1 p0q

“
`

dRc2p0q
˘

c1p0q
pc11p0qq `

`

dLc1p0q
˘

c2p0q
pc12p0qq

“ pdRg2qg1 pξ1q ` pdLg1qg2 pξ2q.

X

 Claim : the differential of I is dIgpξq “ ´pdLgq´1
Ipgq ˝ pdRIpgqqgpξq, for g P G, ξ P TgG.

Let g P G ;
ξ P TgG.

By definition of I, µ pg, Ipgqq “ e. Therefore, by construction,

0 “ dµpg,Ipgqqpξ, dIgpξqq

¬
“

`

dRIpgq
˘

g
pξq ` pdLgqIpgq

`

dIgpξq
˘

.

Hence,
dIgpξq “ ´ pdLgq

´1
Ipgq ˝

`

dRIpgq
˘

g
pξq.

X

Let x P TeG “ g and define XL and XR as in the proposition :

XLpgq “ pdLgqe pxq

XRpgq “ pdRgqe pxq
@g P G.

® Claim : Push-forward of left-invariant vector field by I is its opposite : I˚XL “ ´XR

Since I is a diffeomorphism, the push-forward vector field I˚XL is well-defined.

Evaluated at g P G, we obtain :

pI˚XLq pgq
Def. A.8
“ dII´1pgq

`

XL

`

I´1pgq
˘˘


“ ´

´

`

dLg´1

˘´1

e
looooomooooon

pdLgqe

˝ pdRgqg´1

¯

`

XLpg
´1q

˘

“ ´

´

pdRgqe ˝ pdLgqg´1

¯

`

XLpg
´1q

˘

“ ´pdRgqe

´

XLpg ¨ g
´1q

looooomooooon

x

¯

“ ´XRpgq.

X

Let’s now denote by rX,Y sR the right-invariant vector field generated by rXL, YLs peq.
Rewrite also rX,Y sL :“ rXL, YLs since it stays left-invariant.
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¯ rX,Y sR “ ´rXR, YRs

´rX,Y sR
®
“ I˚rX,Y sL

Cor. A.10
“ rI˚XL, I˚YLs

®
“ r´XR,´YRs

“ rXR, YRs.

X

° Finally, at the identity e P G :

rXR, YRspeq
¯
“ ´rX,Y sRpeq “ ´rXL, YLspeq.

X

�

B.3 Action of a Lie group on a smooth manifold

Definitions B.8 - Smooth action & Orbital space

Consider a Lie group pG, ˚q;
a smooth manifold M .

A smooth (left) action of G on M, written G ñ M , consists of a map

µ : GˆM ÑM,

fulfilling three properties :

(i) @g P G the map µg : M ÑM,p ÞÑ g ¨ p :“ µgppq is a diffeomorphism ;

(ii) µe “ idM ;

(iii) µg1 ˝ µg2 “ µg1˚g2 @g1, g2 P G.

φ induces an equivalence relation on M :

p „ q ô Dg P G such that µgppq “ q.

We define :

• G as a transformation group of M ;

• the isotropy group at p : Gp :“ tg P G | g ¨ p “ pu ;

• the orbit of p : rps :“ G ¨ p “ tq PM | p „ qu ;

• the orbit map of p : µp : G Ñ M
g ÞÑ g ¨ p ;

• the quotient space or orbital space: M{G :“ trps | p PMu ;

• the quotient map as the canonical projection map π : M Ñ M{G
p ÞÑ rps .
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The action is called :

• effective if g ¨ p “ p @p PM ñ g “ e, i.e.
Ş

pPM Gp “ teu ;

• free if @p P M : g ¨ p “ p ñ g “ e, i.e. Gp are trivial @p P M , which is a
particular case of an effective action ;

• transitive if for each pair p, q PM , there exists a g P G with p “ g ¨ q.
As a consequence, the quotient space contains only the neutral element res ;

• proper if the map ψ : GˆM ÑM ˆM, pg, pq Ñ pg ¨ p, pq is proper,
i.e. if K ĂM ˆM is compact, then ψ´1pKq is also compact.

Let’s now endow M with a metric h.

Definitions B.9 - Isometric action & homogeneous manifold

h is said G-invariant metric when µg P IsopM,hq @g P G. In such a case, we speak
of an isometric action or say that G acts by isometries on pM,hq.

We call any Riemannian manifold pM,hq homogeneous if such a G exists and
if G acts transitively on M . h is then called homogeneous metric.

B.4 Left- and right-invariant metrics

A Lie group pG, ¨q, being in particular a smooth manifold and thus Riemannian, admits
metrics. Due to the group structure of G, some of them take a particular form, whose
properties may be useful in Riemannian geometry.

Definition B.10 - left-, right- & biinvariant metric

A metric l on G is called left-invariant if every left translation Lg is an isometry
regarding l. In other words, l should satisfy :

lg2pXpg2q, Y pg2qq “ lg1¨g2

´

pdLg1qg2

`

Xpg1 ¨ g2q
˘

, pdLg1qg2

`

Y pg1 ¨ g2q
˘

¯

,

@g1, g2 P G,@X,Y P XpGq.

We define a right-invariant metric r analogously.

If a metric is simultaneously right- and left-invariant, we name it biinvariant. We
often denote such metric by b.

Remark B.11. Any Lie group pG, ¨q admits a left-, respectively right-invariant metric. It
suffices to choose an inner product x¨, ¨ye on TeG and enlarge it to the whole tangential
bundle :

lgpXpgq, Y pgqq :“ x
`

dLg´1

˘

g
pXpeqq,

`

dLg´1

˘

g
pY peqqye,

@g P G,@X,Y P XpGq.

Nonetheless, we can’t construct a bi-invariant metric on any Lie group.
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Proposition B.12

If a Lie group G is compact, then it owes a biinvariant metric b.

Proof B.12:
When a Lie group G is compact, it exists a unique left- and right-invariant integral
on C8pGq. Let’s denote it by

ş

G ¨ω, for any volume form ω P ΩnpGq. Considering
a right-invariant metric r on G, we define b as follows :

bg̃pX,Y q :“

ż

G
rg˚g̃ ppdLgqg̃pXq, pdLgqg̃pY qqω,

@g̃ P G,@X,Y P XpGq.

The arguments that b is biinvariant can be found in [AB15, Proposition 2.24].
�

Lemma B.13

A Lie group G with a biinvariant metric b satisfies:

b pX, rY,Zsq “ b
`

rX,Y s , Z
˘

,

@X,Y, Z P XpGqL.

Proof B.13: See [AB15, Proposition 2.26 (i)]
�

Probably the most interesting property of a Lie Group equipped with a biinvariant metric
is its non-negative curvature which comes out of the following results :

Proposition B.14

Let pG, bq be a Lie group with a biinvariant metric;
X,Y, Z P XpGqL.

Then :

(i) OXY “ 1
2 rX,Y s ;

(ii) RpX,Y qZ “ ´1
4

“

rX,Y s, Z
‰

;

(iii) b pRpX,Y qY,Xq “ 1
4} rX,Y s }

2 ě 0.

Proof B.14:
Ad (i) : Let’s consider the Koszul formula for any Z P XpGqL:

bpOXY,Zq “ 1
2tY bpX,Zq `XbpZ, Y q ´ ZbpY,Xq

´bprY,Xs, Zq ´ bprY,Zs, Xq ´ bprX,Zs, Y qu.
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Since X,Y, Z are left-invariant vector fields and b is a biinvariant metric, the
smooth maps bpX,Zq, bpZ, Y q and bpY,Xq are constant on M . Hence, the first
three terms vanish.

Previous identity becomes

bpOXY,Zq “ 1
2t´bprY,Xs, Zq ´ bprY, Zs, Xq ´ bprX,Zs, Y qu

Lemma B.13
“ 1

2t´bprY,Xs, Zq `((((((bpZ, rY,Xsq `((((((
bpZ, rX,Y squ

Anti-symmetry of
“

Lie brackets
1
2bprX,Y s, Zq,

This equality holds for all Z P XpGqL. Therefore,

OXY “
1

2
rX,Y s .

X

Ad (ii) : The equality ensues from the definition of the curvature tensor :

RpX,Y qZ “ OXOY Z ´ OY OXZ ´ OrX,Y sZ

(i)
“ 1

2OXrY, Zs ´
1
2OY rX,Zs ´

1
2 rrX,Y s, Zs

(i)
“ 1

4 rX, rY,Zss ´
1
4 rY, rX,Zss ´

1
2 rrX,Y s, Zs

Rearranging
“ 1

4

 “

rX,Zs, Y s
‰

`
“

rZ, Y s, X
‰

`
“

rY,Xs, Z
‰(

looooooooooooooooooooooooooomooooooooooooooooooooooooooon

“0 by Jacobi identity

` 1
4 rrY,Xs, Zs

“ ´1
4

“

rX,Y s, Z
‰

.

X

Ad (iii) :

b pRpX,Y qY,Xq
(ii)
“ ´1

4b prrX,Y s, Y s , Xq

“ 1
4b prXY, Y s , Xq ´ b prY X, Y s , Xq

Lemma B.13
“ ´1

4b pXY, rY,Xsq ` b pY X, rY,Xsq

“ ´1
4b prX,Y s, rY,Xsq

“ ´1
4b prX,Y s, rX,Y sq

“ 1
4}rX,Y s}

2.
X

�

Corollary B.15

Let pG, bq be a Lie group with a biinvariant metric ;
g P G.

Then every 2-plane of TgG has a non-negative sectional curvature.

Proof B.15: Direct consequence of (iii) in Proposition B.14.
�
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B.5 Killing vector fields

In a word, Killing vector fields preserve the metric and distances of the Riemannian manifold
on which they are defined. Let’s now see what it means mathematically, supposing that
every integral curve is defined on the whole R, the other case being analog:

Definition B.16 - Killing vector field

A Killing vector field on a Riemannian manifold pM,hq describes a vector field
X P XpMq whose flow is a 1-parameter subgroup of IsopM,hq. That is, referring to
Definition A.6, the global flow θ : RˆM ÑM induces

θ̃ : pR,`q Ñ pIsopMq, ˝q

t ÞÑ
θt : M Ñ M

p ÞÑ θpt, pq .

We intuitively interpret X as a "displacement field", in that if we consider any N ĂM ,
the map θt

ˇ

ˇ

ˇ

N
preserves distances for any t P R :

dpp, qq “ d
`

θtppq, θtpqq
˘

, @p, q PM.

M

p
‚

X

N θtpNq

M

p
‚

X

N θtpNq

X Killing vector field X not Killing vector field

Other characterizations of a Killing vector field, like the vanishing Lie derivative LXh of
h in the direction X, are explained in [Pet98, p. 164 and following], [Kob95, p. 42 and
following] or [GHL04, Example 2.62].

The action fields studied in Chapter 2 are a typical example of Killing vector fields.
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