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ABSTRACT: Electron induced chemistry of metal-containing precursor molecules is
central in focused electron beam induced deposition (FEBID). While some elementary
processes leading to precursor decomposition were quantitatively characterized, data for
neutral dissociation is missing. We provide this data for the model precursor Pt(PF3)4 by
using the available cross sections for electronic excitation and characterizing fragmentation
of the excited states theoretically by TDDFT. The potential energy curves for a number of
states visible in the experimental electron energy loss spectra are dissociative, either directly
or via conical intersections, indicating that the quantum yield for dissociation is close to
100%. Taking into account typical electron energy distribution at the FEBID spot reveals
that the importance of neutral dissociation exceeds that of dissociative electron attachment, which has been so far considered to
be the dominant decomposition process. We thus established neutral dissociation as an important, albeit often neglected, channel
for FEBID using Pt(PF3)4. The calculations revealed a number of other phenomena that can play a role in electron induced
chemistry of this compound, e.g., a considerable increase of bond dissociation energy with sequential removal of multiple ligands.

■ INTRODUCTION
Focused electron beam induced deposition (FEBID) is a
method for producing 3D metallic structures of sub-10 nm
dimensions on planar or even nonplanar surfaces.1 The often
metal-containing precursor molecules are physisorbed on a
substrate and exposed to focused high-energy (keV) electron
beam which degrades them to yield a metal deposit. The
challenges of the technique are to increase the metal content of
the deposits which is often less than 50%, yielding a
conductivity far below that of bulk metal and improving
deposit widths which are usually a multiple of the electron
beam diameter.2 An important prerequisite for resolving the
above-mentioned problems is the understanding of the
fundamental gas phase electron-driven chemistry of the volatile
metal complexes used as precursors.
Four classes of processes contribute to the electron-driven

degradation of the precursors3
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where DEA stands for dissociative electron attachment,
generally mediated by a transient anion AB−, ND stands for
neutral dissociation, generally mediated by an electronically
excited state of the precursor AB*, DI stands for dissociative
ionization, and BD stands for bipolar dissociation. Their
thorough knowledge would, ideally, permit designing pre-
cursors where the processes yielding the desired deposit

properties dominate. Two elementary processes have been
studied more thoroughly: DEA4−7 and DI.7,8 In contrast, the
study of ND process has been almost completely neglected, in
part for technical reasonsit is much easier to mass
spectrometrically detect the charged products of DEA or DI
than the neutral products of ND.
The aim of this work is to provide an indication of how

important is the ND channel in the model precursor Pt(PF3)4,
tetrakis(trifluorophosphine)platinum(0). We rely on the fact
that the first step, the electronic excitation by electron impact,
has been measured quantitatively9 and predict the dissociative
behavior of the excited states with a theoretical study of the
potential energy surfaces of the excited states. We have chosen
the precursor Pt(PF3)4 for our study because it is promising
from the point of application since it is carbon-free and thus
avoids the otherwise notorious carbon residues in the deposits
and because the electron-driven processes in the gas phase have
been thoroughly studied. In particular, the electronic excitation
by electron impact9 and the dissociative electron attachment5

have both been studied quantitatively; i.e., absolute cross
sections for these processes have been measured. The electron-
induced chemistry has been also probed for this precursor
adsorbed on the surfaces.10

From a computational point of view, calculations of the
electronic structure of Pt(PF3)4 present a number of challenges
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related to a large number of electrons, in particular, relativistic
electrons in the inner shells. The complications are augmented
for the calculations of excited states and even more for the
calculations of the potential energy surfaces required to assess
the dissociative behavior. We have utilized the density
functional theory (DFT) and time-dependent density func-
tional theory (TDDFT) based approaches, and it was necessary
to employ different exchange-correlation approximations suited
for a given type of calculation.

■ METHODS
All calculations were done using the DFT and TDDFT
approaches as implemented in the ADF program package,11,12

with an all electron triple-ζ Slater-type orbitals plus one
polarization function (TZP) basis set, and Becke’s integration
grid of good quality.13,14 In order to account for relativistic
effects, we used the zeroth-order regular approximation to the
Dirac Hamiltonian in the scalar-relativistic formulation (SR-
ZORA).15 Geometry optimization was performed using the
local density approximation (LDA) characterized by the
Vosko−Willk−Nusair parametrization (VWN5),16 constraining
the symmetry of Pt(PF3)4 to Td point group. In addition,
hybrid Becke 3-parameter with 20% of Hartree−Fock
(exchange), VWN5 Lee−Yang−Parr (correlation), i.e.
B3LYP17 functional, and B3LYP with Grimme’s third-
generation dispersion energy correction18 and Becke−Johnson
dumping,19 i.e., B3LYP-D3 functional, were used.
Heterolytic Pt−(PF3) bond dissociation energy (BDE) was

calculated as the difference between the energy of the complex
and the sum of the energies of the isolated, optimized
fragments. Harmonic frequencies were calculated at the
corresponding level of theory in order to ascertain that the
optimized structures correspond to the minima on the potential
energy surface and to evaluate the zero-point energy effects.
The nature of metal−ligand bonding in Pt(PF3)4 was

analyzed with the aid of the extended transition state (ETS)
energy decomposition scheme20 as implemented in ADF.11

The interaction energy between Pt(PF3)3 and PF3 fragments is
decomposed into four components: Eint = Eelst + EPauli + Eorb +
Edisp. Eelst is the classical electrostatic interaction between the
fragments; EPauli is the repulsive Pauli interaction between
occupied orbitals on the two fragments; Eorb is the stabilizing
interaction between the occupied MOs from one fragment with
the unoccupied MOs of the other fragment and polarization in
the same fragment; Edisp is the dispersion part of the interaction
energy, Eint. In addition to the Eint, the preparation energy Eprep,
the energy required to bring separated Pt(PF3)3 and PF3
fragments from their equilibrium geometry to the geometry
they adopt in Pt(PF3)4, is considered to get BDE, −BDE = Eint
+ Eprep. Additionally, a decomposition of the electron density
deformation on the basis of the orbitals of each isolated
fragment via natural orbitals for chemical valence (NOCV)21

was performed in order to elucidate different density transfer
channels and to quantify their importance, either by the
amount of charge transferred or as an energy contribution of
each deformation density route to the Eorb.
BDE for consecutive elimination of PF3 ligands has been

calculated, and ETS-NOCV analysis has been performed in an
analogous way. Ground states of all investigated complexes are
taken to be singlets, while for the calculation of atomic states of
free Pt atom, both closed shell 5d10 and open shell 5d96s1

configurations are considered, the latter one in an unrestricted
formalism.

Dissociation of the PF3 ligand was studied via relaxed linear
transit scan, changing Pt−P distance from 2.0 to 10.0 Å in 50
steps. During the scan, symmetry was kept to the C3v point
group. Potential energy curves of the excited states of Pt(PF3)4
were evaluated by adding the excitation energies, calculated by
TDDFT, to the ground state energies.
The LDA functional yielded ground-state geometry and

frequencies with the best agreement with the available
experimental data. Therefore, this geometry has been used
for calculating the vertical excitation energies in Td symmetry
with the SAOP functional,22 a special functional designed for
the calculations of response propertiesan essential point
when addressing positions of high-lying states.23 This level of
theory failed in describing the situation far from the minimum,
i.e., for calculating potential energy curves for dissociation of a
ligand. First, LDA is known to show overbinding effects.24 It
should be pointed out that B3LYP shows an opposite trend,
weakening metal−ligand bond,25 and thus neither LDA nor
B3LYP describes energetics of the ground state properly.
However, adding dispersion correction makes B3LYP more
accurate.26 The C3v symmetry-constrained relaxed ground-state
potential curve was therefore calculated with the hybrid
dispersion-corrected B3LYP-D3 functional. The second prob-
lem at long Pt−P distances appeared when considering
excitation energies with the SAOP functional. For example, at
a Pt−P distance of 10 Å, where the PF3 ligand is essentially
dissociated, the lowest excited states should correspond to
those of Pt(PF3)3. Unfortunately, at long Pt−P distances a
number of nonphysical charge-transfer states (from Pt(PF3)3 to
PF3) are present when SR-SAOP/TZP level of theory is used;
thus, some of the potential energy curves do not exhibit the
correct asymptotic behavior. In order to deal with these
intermolecular charge transfer states, the “half-and-half” func-
tional, with 50% of Hartree−Fock exchange, BHandHLYP, was
used to explore the potential energy surfaces of excited states as
suggested in the literature.27,28 With this method, the
asymptotic limits of excited states shown now exactly match
the excited states of Pt(PF3)3. For other states, both SAOP and
BHandHLYP show qualitatively the same results.

■ RESULTS AND DISCUSSION
Ground State. We have first tested the performance of

different methods on the experimentally known characteristics
of Pt(PF3)4. The tables comparing the presently calculated Pt−
P bond length and vibrational frequencies with experimental
data29−31 and with previous calculations29,32 are provided in the
Supporting Information. The best agreement has been achieved
with the LDA functional, geometry, and vibrational frequencies
agreeing in all cases to better than 5%. The hybrid B3LYP and
dispersion-corrected B3LYP-D3 functionals yield similar results
except for a slightly longer ground state Pt−P bond lengths. We
have also performed calculations without relativistic corrections
to test their importance. The agreement of the nonrelativistic
calculations with experimental data is considerably worse in all
cases.
The dispersion and zero point energy corrected bond energy

with included relativistic effects is 0.85 eV (SR-B3LYP-D3/
TZP). This value is in agreement with previously reported BDE
of 0.97 and 1.08 eV at the BP86 and mPW91PW91 level of
theory,32 respectively. The inclusion of the dispersion
correction to the B3LYP functional is essential for the
calculation of Pt-(PF3) BDE. Taking the dispersion into
account increases the bond dissociation energy almost by a
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factor of 2. The addition of zero point energy slightly lowers the
BDE; it is a correction that favors dissociation. Relevance of the
included dispersion for the calculation of BDE with the B3LYP
functional is important for the analogue complex of Ni(0). BDE
of Ni(PF3)4, calculated at the SR-B3LYP-D3/TZP level of
theory, with zero point energy is 1.26 eV, comparing to the
BDE of 0.87 eV without dispersion and to the previously
communicated BDE of 0.94 eV at the B3LYP/6-311+G(3df)
level of theory.33

We have also calculated BDE for sequential removal of PF3
ligands, i.e., formation of Pt(PF3)2, Pt(PF3), and Pt(0),
summarized in Table 1. BDEs for removal of the second,
third, and fourth ligand at the SR-B3LYP-D3/TZP level of
theory with zero point corrections are 1.09, 1.65, and 2.74 eV,
respectively. The PF3 dissociation energies thus increase with
decreasing numbers of PF3 groups. The total energy needed for
removal of four ligands is 6.33 eV and average Pt−PF3 BDE is
1.58 eV. The increase of the binding energy with ligand
removal is much stronger than in other FEBIP precursors, e.g.,
in Fe(CO)5.

34 Dissociation of the last PF3 ligand comprises the
changing of the spin state of the system. Electronic
configuration of Pt changes from closed shell 5d10 in complexes
to the 3D ground state term (5d96s1 electronic configuration)
of the free atom. The energy difference between the two
configurations at SR-B3LYP/TZP level of theory is 0.50 eV, in
accordance with other DFT estimates.35 Inclusion of spin−
orbit coupling (SOC) in ZORA formalism leads to the energy
difference of 0.69 eV, in agreement with the experimental value
of 0.76 eV.36

Nature of Pt−P Bond. Before discussing the electron
excitations in Pt(PF3)4, it is important to understand the low
Pt−P binding energy and consequently the bonding situation in
the ground state of the complex. A qualitative MO diagram for
Pt(PF3)4 illustrating the most important orbital interactions
between PF3 MOs and Pt orbitals is shown in Figure 1.
Pt(PF3)4 is a tetrahedral d

10 complex of Pt(0). Five 5d orbitals
of Pt atom split into two levels, 9e and 22t2. Lower lying 9e
MOs are clearly nonbonding dx2−y2 and dz2 orbitals on Pt. 22t2
MOs result from antibonding overlap of Pt 5d orbitals and PF3
σ lone pairs and, additionally, from bonding interactions
between Pt 5d orbitals and empty σ* P−F orbitals. The latter
interaction is the most important for stabilizing the 22t2 MO’s.
This back-donation is crucial for the coordination chemistry of
complexes with phosphine type ligands.37,38 Detailed compo-

sitions of these MOs as well as of lowest unoccupied MO’s of
Pt(PF3)4 are given in Figure 1.
To provide the quantitative information about the bonding,

ETS-NOCV energy decomposition analysis has been per-
formed, and the results are summarized in Table 1. The results
for the species that emerge from sequential removal of PF3
ligands are given for comparison as well, while the results for
Pt(PF3)3−PF3 at different levels of theories are given in the
Supporting Information.
The nature of Pt−P bonding can be understood from the

examination of the attractive interactions. Eelst and Eorb are the
indication of ionic vs covalent bonding, respectively. Thus, the
Pt−P bond can be understood as 65% ionic and 31% covalent,
while the dispersion contributes by 4%. As a consequence of
the high ionic character of the Pt−P bond, dissociation of a PF3
ligand is heterolytic.
In order to get the BDE, it is necessary to add Eprep to the

interaction energy. Eprep is mainly given by the deformation
energy of Pt(PF3)3 because of a large change in the geometry-
relaxed Pt(PF3)3 is in trigonal-planar coordination while it
adopts pseudotetrahedral geometry in Pt(PF3)4. Changes in the
geometry of the PF3 ligand are negligible. Differential zero-
point energy, ΔZPE, as already mentioned, somewhat lowers
BDE.
Higher BDE for the dissociation of the second PF3 is mainly

due to the lower Eprep (Table 1), that is because of the smaller
changes in the geometry of Pt(PF3)2. In the case of removal of
the third PF3, BDE is even higher, primarily because of the
changes in EPauli and Eelst, their sum being less destabilizing than
in the previous two cases. Finally, in the case of the elimination
of the fourth ligand, EPauli, Eelst, and Eorb have significantly
higher values because of the shortest Pt−P distance, 0.2 Å
shorter than in Pt(PF3)4. Change of BDE in this case is
essentially due to the increase of covalent bonding because of
the larger change in Eorb than in the sum of EPauli and Eelst.
NOCV scheme reveals four dominant electron density flow

channels during the bond formation. Illustration of these
deformation density contributions is given in Figure 2, where
red color represents electron outflow and blue electron inflow.
The first contribution is the σ-donation from the lone pair of
phosphorus atoms and the charge accumulation in the bonding
region. The next two contributions (degenerate ones) indicate
the π*-back-donation from Pt d orbitals. The last contribution
is the σ*-back-donation. A quantitative measure of the σ/π
donor/acceptor abilities of PF3 ligand, either as the total charge

Table 1. ETS-NOCV Energy Decomposition Analysis of Pt(PF3)3−PF3, Pt(PF3)2−PF3, Pt(PF3)−PF3, and Pt−PF3
a

Pt(PF3)3−PF3 Pt(PF3)2−PF3 Pt(PF3)−PF3 Pt−PF3
Pt−P length 2.266 2.242 2.207 2.064
EPauli 7.72 7.69 7.01 13.54
Eelst −6.05 −6.15 −5.87 −11.52
Edisp −0.36 −0.26 −0.18 −0.15
Eorb −2.92 −2.93 −2.90 −5.21
Eorb
σ (Δq) −1.15 (0.52) −1.09 (0.48) −1.18 (0.49) −1.97 (0.90)

Eorb
π* (Δq) −1.20 (0.70) −1.31 (0.75) −1.35 (0.72) −2.38 (0.88)

Eorb
σ* (Δq) −0.48 (0.21) −0.46 (0.21) −0.32 (0.17) −0.79 (0.28)

Eint −1.60 −1.64 −1.94 −3.33
Eprep 0.70 0.49 0.45 0.53
BDE 0.91 1.15 1.49 2.81
BDE + ΔZPE 0.85 0.97 1.65 2.74

aEnergy components are given in eV; Pt−P bond lengths in Å. Orbital contribution is decomposed to the contributions of σ-donation, π*-back-
donation, and σ*-back-donation; the charge transfer through these channels, Δq, is indicated in parentheses.
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transferred trough these channels or as the energy contribu-
tions to the Eorb (Table 1), indicates that the back-donation
from the filled Pt d orbitals into the σ* P−F orbitals of PF3 is a
dominant bonding pathway. Linking these results to the MO
scheme in Pt(PF3)4 undoubtedly reveals the significance of 22t2
MO in the formation of the Pt−P bond.
Excited States. Figure 3 compares the present theoretical

transition energies and, in the case of allowed transitions, the
calculated oscillator strengths, with electron energy loss spectra
of Pt(PF3)4 recorded under conditions where either dipole-
allowed transitions (top curve, θ = 0°, Er = 30 eV) or spin-

forbidden transitions (bottom curve, θ = 180°, Er = 0.5 eV) are
enhanced.39 The calculated transition energies, oscillator
strengths, state symmetries, and compositions of states in
terms of linear combinations of single excitations are given in
the Supporting Information.

Figure 1. Qualitative molecular orbital diagram for Pt(PF3)4 (based on
SR-B3LYP-D3/TZP) together with their occupation in the ground
state and graphical representation of individual MO’s (isovalue 0.07
au). Composition of each MO is given as well.

Figure 2. Most important deformation density channels during the
Pt(PF3)3−PF3 bond formation from ETS-NOCV analysis. Their
relevance is given by the total charge transferred, Δq, and by energy
contribution Eorb

i to the Eorb: (a) σ-donation (Δq = 0.52, Eorb
σ = −1.15

eV; isovalue 0.003 au); (b) and (c) π-back-donation (Δq = 0.70, Eorb
π =

−1.20 eV; isovalue 0.003 au); (d) σ-back-donation (Δq = 0.21, Eorb
σ* =

−0.47 eV; isovalue 0.001 au). Red/blue color represent electron
outflow/inflow.

Figure 3. Comparison of the present calculated transition energies,
shown by vertical lines, with electron energy loss spectra9 enhancing
either dipole-allowed spin-conserving transitions (top curve, θ = 0°, Er
= 30 eV) or spin-forbidden transitions (bottom curve, θ = 180°, Er =
0.5 eV). Heights of the lines under the singlet spectrum indicate
oscillator strengths.

The Journal of Physical Chemistry C Article

DOI: 10.1021/acs.jpcc.6b02660
J. Phys. Chem. C 2016, 120, 10667−10674

10670

http://pubs.acs.org/doi/suppl/10.1021/acs.jpcc.6b02660/suppl_file/jp6b02660_si_001.pdf
http://dx.doi.org/10.1021/acs.jpcc.6b02660


Pt(PF3)4 has the Td symmetry in its ground state energy
minimum, and the excited states span the A1, A2, E, T1, and T2
irreducible representations of this point group. Owing to its
high symmetry, there is a large number of multiplets arising
from single excitations between occupied and unoccupied MOs
of Pt(PF3)4. State symmetries are determined from the direct
product of irreducible representations that filled and empty
MO belong to. For example, the HOMO → LUMO transition,
22t2 → 23t2, will give rise to a set of singlet and triplet states
belonging to irreducible representations appearing in the T2 ⊗
T2 ⊂ A1 + E + T1 + T2. Only transitions to the 1T2 states are
spin- and dipole-allowed and are shown in the top panel of
Figure 3.
The calculated bar spectra in Figure 3 are in an excellent

agreement with the experiment for both the singlet and the
triplet excited states. The calculation satisfactorily reproduces
the small singlet−triplet splitting. Figure 3 indicates an
observed difference between the onset energies of the singlet
and triplet spectra of only 0.4 eV. The calculated singlet−triplet
differences for the lowest excited states are 0.33 eV when the
lowest dipole forbidden transition is taken and 0.50 eV when
the lowest dipole-allowed transition is taken. The energy
difference between singlets and triplets arising from the same
orbital excitation depends on the overlap between the MOs
with unpaired electrons. Lowest excited states are the result of
the promotion of an electron from HOMO (22t2) that is
localized on Pt−P bond to the empty orbitals that are spread
over ligands (Figure 1). Therefore, the small singlet−triplet
separation is a consequence of a small spatial overlap between
related MOs, resulting in a small exchange integral. Singlet−
triplet splitting of metal-to-ligand charge transfer transitions in
organometallic compounds is of order 0.2−0.5 eV,40−42 as
found here for Pt(PF3)4.
For singlet states, the oscillator strengths reflect all the

experimental features: the slow gradual rise of the signal in the
5.2−6 eV range, bands observed at 6.3, 7.4, and 8.55 eV, and
the broad band peaking at 10.95 eV. The oscillator strength of
the transition calculated at 9.55 eV appears to be too large, but
there is clear evidence for this transition in the experimental
spectrum. Very good agreement is obtained also for the triplet
states: the bands at 5.8, 6.8, and 8.4 eV have exact counterparts
in calculated states. Transitions, both singlet and triplet,
calculated up to around 8.2 eV are due to the excitations
from 22t2 MO.
The indispensability of the relativistic correction is revealed

by spectra calculated with a nonrelativistic model and presented
in the Supporting Information. We have calculated the
excitation spectrum also for spin−orbit mixed states with
ZORA spin−orbit formalism at the same level of theory (Figure
S1 in Supporting Information), and the spectrum looks very
similar to the one shown in the upper panel of Figure 3. This
implies that effect of SOC is small. The consequences of SOC
are twofold: splitting of originally triplet states and singlet−
triplet mixing, the latter, in principle, important for the intensity
of the dipole-allowed transitions. Spin−orbit states are
characterized by their Td* double-group irreducible representa-
tions and parentage in terms of contributing singlet and triplet
states. The spin−orbit states of T2 double-group symmetry are
dipole-allowed. Triplet states split according to the direct
product of the spin symmetry (T1 for triplets) and orbital
symmetry. Therefore, after SOC is included, 3A1 states become
T1,

3A2 become T2,
3E split into T1 + T2,

3T1 into A1 + E + T1 +
T2 while

3T2 into A2 + E + T1 + T2. Considering, for example,

spin flip 22t2 → 23t2, four spin-free triplets split with SOC into
11 spin−orbit states that lie in a narrow energy range <0.2 eV.
Singlet states obviously do not split because the spin singlets
are totally symmetric. Singlet−triplet mixing, as it can be seen
when comparing the calculated spectra with and without SOC
Figure 3, is also small. Therefore, the classical picture of pure
spin states (singlets and triplets) remains even after inclusion of
SOC. This may seem surprising because SOC constant of Pt 5d
orbitals is large, approximately 0.5 eV.43 However, this is SOC
constant of free Pt atom, not when Pt is in a complex, where
SOC is quenched by coordinated ligands. In fact, poor SOC in
Pt(PF3)4 is due to the modest participation of Pt 5d orbitals in
orbitals involved in transitions, Figure 1. Small spin−orbit
interactions are present in other tetrahedral d10 organometallic
compounds.40,44,45 In the following we thus, for the sake of
simplicity, present potential energy surfaces of noncoupled
states.

Potential Surfaces. The potential energy curves for the
ground and excited states (up to 8.5 eV) are shown in Figure 4.

Importance of the dispersion correction, discussed above, is
illustrated by the potential energy curves calculated with and
without the dispersion correction shown at the bottom of
Figure 3. Because of the reasons described in the Methods
section, excited states were calculated at different level of theory
than the spectra shown in Figure 3, the energies are thus shifted

Figure 4. Relaxed C3v symmetry constrained potential energy scans of
the ground and excited states. All states up to 8.5 eV excitation energy
(at equilibrium ground state geometry) are shown and are colored
according to their symmetry. Crosses correspond to the first four
vertical dipole-allowed transitions (in Td symmetry) visible in the top
panel of Figure 3 and the potential curves of the 1A1 and 1E states
corresponding to these transitions are shown in bold. The energies
were calculated at the points shown on the ground state curve for all
curves, but only splines are shown for the excited states. The different
position of crosses when compared to transitions in Figure 3 is
explained in the text.
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by approximately 0.5 eV. The lowest four are marked with a
cross in Figure 4. Our potential curves refer to dissociation of
one ligand in a symmetry lowered to C3v. Because of this
symmetry descent, orbitally triple degenerate states split into
two components, T2 → A1 + E and T1 → A2 + E in the C3v
point group, as can be clearly seen in Figure 4. In the C3v
symmetry, transitions to the A1 and E states are dipole-allowed.
The energies and assignments of the individual states can be
found in the Supporting Information.
From the shape of the potential energy curves it is possible to

predict whether the excited molecule will expel one of its
ligands. The lowest dipole-allowed state is directly dissociative
in its A1 component, resulting in the loss of one PF3 ligand. The
second dipole-allowed state is bound in the adiabatic
representation, but the E component clearly shows avoided
crossings with several states of the same symmetry. The excited
complex will thus dissociate via conical intersections which will
develop when the C3v constraint is relaxed. The same is valid for
the third and fourth dipole-allowed transitions: even though the
adiabatic curves are bound, their shape shows a number of
avoided crossings which will become conical intersections and
thus show dissociative behavior upon breaking the C3v
symmetry. It is also worth noticing that both the lowest singlet
and triplet states are directly dissociative. This is relevant
because electron impact also induces spin-forbidden transitions
as shown in the lower panel of Figure 3. At long Pt−P bond
distances, the excited states shown on Figure 4 are those of
Pt(PF3)4 because of the heterolytic nature of the dissociation
and because there is no change in the spin ground state during
a course of dissociation.
Qualitatively speaking, loss of PF3 upon excitation can be

understood from the analysis of the nature of the Pt−P bond
presented in the previous section. As already mentioned, the
lowest excited states of Pt(PF3)4 are results from the promotion
of an electron from 22t2 MO (Figure 1). This MO is crucial for
the back-donation, which in turn is the main orbital
contribution for the strength of the Pt−P bond. Therefore,
one electron less in this MO will weaken the Pt−P bond. At the
same time, placement of this electron to an essentially metal−
ligand antibonding MO, 23t2, will lead directly to the loss of
PF3. The two lowest singlet and two lowest triplet states, 1,3T1
and 1,3T2, the four excited states that are directly dissociative,
are exactly the states corresponding to the 22t2 → 23t2
promotion. In addition, this excitation will produce nontotally
symmetric distribution of the electrons in both of these triply
degenerate orbitals. Accordingly, these electronic states will be
subject to strong vibronic couplingthe Jahn−Teller (JT)
effect.46 This coupling between vibrational motion and
degenerate electronic states breaks the degeneracy of the states
and lowers the energy of one of its components. It should be
noted that the symmetry of the ground state minimum, Td, and
symmetry of the excited states under consideration, T1 or T2,
dictate that the JT active distortion belongs to the T2
irreducible representation, which is the symmetry of the
asymmetric Pt−P stretch. Initial Pt−P elongation, close to
the ground state minimum, is primarily described by the
asymmetric Pt−P stretch. Therefore, the JT effect in these
excited states induces the loss of one ligand. It should be
pointed out that large distortions of the lowest excited states
are common feature of d10 tetrahedral organometallic
compounds that is detected by the large Stokes shift in the
fluorescence spectra.40,44

Implications for FEBID. The above section has shown that
a majority of the low-lying electronically excited states are
dissociative with respect to the loss of a PF3 ligand. For the
following we shall therefore assume that the cross section for
neutral dissociation is equal to the cross section for electronic
excitation. To assess the importance of neutral dissociation in
FEBID and to compare it to the role of DEA, one has to
consider the cross sections for the two processes and how they
overlap with the energy distribution of the electrons in the
FEBID reaction spot.
These questions are addressed in Figure 5. The incoming

electrons in the electron beam have keV energies, but a

considerable part of the chemistry is induced by the much
larger number of slow secondary electrons. Their typical
distribution47 is shown by the dashed line in Figure 5. The DEA
cross section is with 2 Å2 very high in Pt(PF3)4,

5 but the band is
narrow and situated at low energy where the secondary electron
density is quite low. The quantity required to determine the
importance of electronic excitation is the integral cross section,
obtained by integrating the experimentally determined angle-
resolved (differential) cross section over all possible angles of
scattered electrons. The differential cross section for dipole-
allowed transitions is strongly forward peaked and attains very
high values in the forward direction as shown in the top panel
of Figure 5. Integration including larger angles where the
differential cross section is smaller reduces the value, but the
result is still substantial. The integral cross section for exciting
all excited states up to 9 eV,9 indicated by the red circles in the
lower part of Figure 5, is higher than the cross section for DEA.
Moreover, it extends over a wider energy range so that the
overlap with the energy distribution is much larger. If we

Figure 5. Comparison of integral cross sections for electronic
excitation with those of the DEA channel. Bottom panel: the absolute
DEA cross section5 is shown by the solid blue line. Integral absolute
cross sections for exciting all electronic states up to 9 eV9 are shown as
red circles. Representative energy distribution of secondary electrons47

is shown by dashed line. Top panel: differential (angle resolved) cross
section for exciting the state at 6.3 eV in the forward direction.
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approximate the shape of electronic excitation cross section by
a step-function which is zero below 6 eV and 5 Å2 above, the
overlap integral between the cross section and secondary
electron distribution has a value 55 times larger for electronic
excitation than for DEA. This estimate indicates the relative
importance of the two processes at typical FEBIP conditions.
Two factors can change this ratio, each in a different way.

Since the differential cross section (Figure 5a) is rising with
electron energy, it is probable that the integral cross section will
rise as well (in the above estimate it was assumed to be
constant) which will raise its importance even further. On the
other hand, the experimental secondary electron distribution
does not include electrons that are trapped at the surface in
image-potential states with energies typically up to 0.5 eV.48

Wave functions of these electrons can have spatial extent
exceeding 10 Å, from the surface,49 and they may thus lead to
DEA and increase its importance. Their abundance under
FEBID conditions is unfortunately difficult to quantify.
It should also not be overlooked that DEA can be caused

only by the secondary electrons (shown in Figure 5a), while
electronic excitation can be caused also by the primary high-
energy beam (keV), or the so-called backscattered electrons
with intermediate energies (>50 eV). Even though it is
commonly stated that the secondary electrons dominate the
chemical changes (due to their large number resulting from
avalanche processes), in some cases the primary electrons were
shown to dominate the precursor decomposition process.50,51

This further enhances the importance of the present findings.

■ CONCLUSIONS

We have theoretically characterized ground and excited states
for the model FEBID precursor Pt(PF3)4. Present findings have
a number of implications in the electron-induced chemistry of
this complex. The metal−ligand bond which is rather weak in
the intact complex (BDE = 0.85 eV) gets stronger with
sequential removal of multiple ligands (1.09, 1.65, and 2.74 eV
for removal of second, third, and fourth ligand). This increase
may contribute to the fact that upon the decomposition of
surface-adsorbed Pt(PF3)4 upon electron irradiation initially
proceeds through single Pt−PF3 bond cleavage.10

The calculated electronically excited states (up to 13 eV)
were validated by the comparison with electron energy loss
spectra. Calculation of potential energy curves has then shown
that the lowest excited states are either directly dissociative
along the Pt−PF3 distance or undergo a number of conical
intersections which will open the dissociation pathways. This
indicates that the neutral dissociation path must have a cross
section comparable to that for electronic excitation. Taking the
overlap of the cross sections with a typical secondary electron
distribution at the FEBID spot then revealed that the total
importance of neutral dissociation exceeds that of DEA in
Pt(PF3)4, despite the fact that Pt(PF3)4 has an unusually large
DEA cross section in the gas phase. We thus established neutral
dissociation as an important, albeit largely neglected, channel
for FEBID using Pt(PF3)4 as a precursor. This conclusion is
likely to apply to other precursors as well.
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(1) Utke, I.; Gölzhaüser, A. Small, Minimally Invasive, Direct:
Electrons Induce Local Reactions of Adsorbed Functional Molecules
on the Nanoscale. Angew. Chem., Int. Ed. 2010, 49, 9328−9330.
(2) Utke, I.; Hoffmann, P.; Melngailis, J. Gas-assisted Focused
Electron Beam and Ion Beam Processing and Fabrication. J. Vac. Sci.
Technol. B 2008, 26, 1197−1276.
(3) Moore, J. H.; Swiderek, P.; Matejcí̌k, Š.; Allan, M. In
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