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Abstract

We show that the height function of the six-vertex model, in the parameter range

a = b = 1 and c ≥ 1, is delocalized with logarithmic variance when c ≤ 2. This

complements the earlier proven localization for c > 2. Our proof relies on Russo�

Seymour�Welsh type arguments, and on the local behaviour of the free energy of the

cylindrical six-vertex model, as a function of the unbalance between the number of

up and down arrows.
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1 Introduction

1.1 Motivation

The six-vertex model was initially proposed by Pauling in 1935 in order to study the
thermodynamic properties of ice [41]. It became the archetypical example of a planar
integrable model after Lieb's solution of the model in 1967 in its anti-ferroelectric and
ferroelectric phases [34, 36, 35] using the Bethe ansatz (see [13] and references therein for
an introduction). In the last �fty years, further analysis of the model has provided deep
insight into the subtle structure of two-dimensional integrable systems, for instance with
the development of the Yang-Baxter equation, quantum groups, and transfer matrices; see
e.g. [2, 43].

The six-vertex model lies at the crossroads of a vast family of two-dimensional lattice
models. Among others, it has been related to the dimer model, the Ising and Potts models,
the critical random-cluster model, the loop O(n) models, the Ashkin-Teller models, ran-
dom permutations, stochastic growth model, and quantum spin chains, to cite but a few
examples (see references below). In recent years, the interplay between all these models has
been used to prove a number of new results on the behaviour of each one of them. Let us
mention here the extensive study of the free fermion point in relation to dimers [7, 22, 31];
the analysis of critical points of random-cluster models and loop O(n) models [39, 42];
the development of parafermionic observables based on the six-vertex model, culminating
with the proof of conformal invariance of the Ising model [9, 48]1; the understanding of
dimerization properties of the anti-ferromagnetic Heisenberg chain [1]; and the relation
between Kardar�Parisi�Zhang equation and the stochastic six-vertex model [6].

While the use of the six-vertex model's integrable properties has been extraordinarily
fruitful to understand its free energy, the analysis of the model's correlation functions

1See [30, 29] for examples of constructions, [11] for a review, and [4, 20] for other examples of simple
mathematical applications.
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and the associated stochastic processes have been particularly limited (with some notable
exceptions like the free fermion point). For instance, the exact integrability provides
strong evidence of a Berezinskii�Kosterlitz�Thouless phase transition of the antiferroelec-
tric model between a regime in which correlations decay polynomially fast and a regime
where they decay exponentially fast. However, proving mathematically that this is indeed
the case remains an open problem with today's techniques.

Another example of a property of the six-vertex model that seemed to elude mathe-
maticians for many years is the rigorous understanding of its height function representation
(see de�nition below). Indeed, the six-vertex model produces one of the most natural mod-
els of random height functions. This interpretation of the model plays an important role
for at least two reasons. First, special cases include the height function of the dimer model
(when considering the free fermion point) and the uniformly chosen graph homomorphisms
from Z2 to Z (when considering the original square-ice model), which are models of inde-
pendent interest. Second, the height function interpretation has been at the center of the
bozonization of 2D lattice models, an extremely powerful tool introduced in the physics
literature and enabling the use of the Coulomb gas formalism to understand (as of today
non-rigorously) the behaviour of correlations (see e.g. [10, 40, 50]).

One of the most fundamental questions one can ask about a model of a random height
function h is whether the height function �uctuates or not. More precisely, does the
height variance Var[h(x) − h(y)] between two points x and y remain bounded uniformly
in x and y, or does it on the contrary grow to in�nity as the distance between x and
y goes to in�nity? In the former scenario, we say that the height function model is
localized or smooth, and in the latter one, that it is delocalized or rough. On which side
(localized/delocalized) of the dichotomy the model lies is a crucial question which can be
understood as an analogue, for spin or percolation systems, of determining whether long-
range order occurs or not at criticality. The answer can be quite subtle and seemingly
similar models can exhibit very di�erent behaviours.

As mentioned above, most of the currently known exact results on the six-vertex model
seem to provide little rigorous information on the behaviour of the height function, in
particular they do not directly answer the question of localization/delocalization. In this
paper, we provide the �rst full description of which parameters c are such that the six-
vertex height function is localized/delocalized, in the regime corresponding to Rys' model
of hydrogen bonded ferroelectrics [45] where the parameters of the six-vertex model, as
de�ned in the next subsection, are a = b = 1 and c ≥ 1 2.

1.2 De�nitions and main result on the torus

The six-vertex model on the torus is de�ned as follows. For N > 0 even, let TN ∶=
(V (TN),E(TN)) be the toroidal square grid graph with N ×N vertices. An arrow con-
�guration ω on TN is the choice of an orientation for every edge of E(TN). We say that
ω satis�es the ice rule, or equivalently that it is a six-vertex con�guration, if every vertex
of V (TN) has two incoming and two outgoing incident edges in ω. These edges can be
arranged in six di�erent ways around each vertex as depicted in Figure 1, hence the name
of the model. For parameters a1,a2,b1,b2,c1,c2 ≥ 0, de�ne the weight of a con�guration
ω to be

W6V(ω) = an1
1 an2

2 bn3
1 bn4

2 cn5
1 cn6

2 ,

2Various predictions for the six-vertex model are formulated in terms of the parameter ∆ = (a2
+ b2

−

c2)/(2ab). The six-vertex models with a = b = 1 and c ≥ 1 are equivalently determined by a = b and
∆ ≤ 1/2; as we shall soon see, in terms of the latter formulation, we have localization for ∆ < −1 and
delocalization for ∆ ∈ [−1,1/2].
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where ni is the number of vertices of V (TN) having type i in ω. In this paper, we will not
study the model in its full generality of parameters, and focus on the special choice given
by a1 = a2 = b1 = b2 = 1 and c1 = c2 = c ≥ 1, which corresponds to isotropic3 parameters.

00

1

2-2

0 0 0 0 0 0-1 -1 -1

-1 -1 -1

1 1

1 11 00

Figure 1: The 6 types of vertices in the six-vertex model together with the corresponding
height function values on the four squares touching this vertex (we set h = 0 on the upper-
left square). Each type comes with a weight a1,a2,b1,b2,c1,c2.

The weights induce a probability measure on the set Ω6V (TN) of six-vertex con�gura-
tions ω on TN given by

PTN [{ω}] = W6V(ω)
Z(TN)

,

where Z(TN) ∶= ∑ω∈Ω6V (TN )W6V(ω) is the partition function. Below, we write ETN for
the associated expectation.

Write T∗N for the dual graph of TN : its vertices are the faces of TN and two vertices
of T∗N are connected by an edge of T∗N if the corresponding faces of TN share an edge.
As mentioned in Section 1.1, the six-vertex model and its ice-rule naturally emerge when
studying graph homomorphisms from T∗N into Z, i.e., maps h from the faces F (TN) of
TN to Z which satisfy ∣h(x) − h(y)∣ = 1 for all neighbouring faces x, y ∈ F (TN). We call
such graph homomorphisms height functions. To avoid certain technical di�culties, we
will assume that N is even and partition the faces of TN in a bipartite fashion into odd
and even faces, and will hereafter additionally impose that a height function h is odd on
odd faces and even on even faces.

For a given height function h, introduce the six-vertex con�guration ω associated to h
by orienting each edge e so that out of the two faces bordering e, the one on the left of e
(in the sense of this orientation) has the larger value of h. Note that two height functions
h and h′ give rise to the same six-vertex con�guration ω if and only if h−h′ is a constant
function. In the converse direction, it is not always true that a six-vertex con�guration
gives rise to a graph homomorphism on the faces of the torus (it only de�nes the gradient
and may lead to inconsistencies when wrapping around the torus). However, for balanced
con�gurations ω such that any row (resp. column) of faces around TN is crossed by as many
up (resp. right) as down (resp. left) arrows, there exists a height function h associated with

ω, which is unique up to additive constant. From now on, let Ω
(bal)
6V (TN) be the set of

balanced con�gurations and

P(bal)
TN ∶= PTN [ ⋅ ∣ω ∈ Ω

(bal)
6V (TN)].

When ω is chosen according to P(bal)
TN , write h for the height function associated to it

(to �x the additive constant choose a root face and impose that h is null on that face).
Observe that the increments h(x) − h(y) do not depend on the choice of the additive

3The reader may verify from Figure 1 that given a1 = a2 = b1 = b2 and c1 = c2, the weight of a vertex
does not change under symmetries of the square lattice.
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constant and thus on the root face. Also note that E(bal)
TN [h(x) − h(y)] = 0 by symmetry

under a global arrow �ip and thus we have

E(bal)
TN [(h(x) − h(y))2] = Var

(bal)
TN (h(x) − h(y)),

where Var
(bal)
TN denotes variance under P(bal)

TN . The goal of this paper is to study the
behaviour of this variance as x and y are distant vertices in a large torus. Below, d
denotes the graph distance on the dual graph T∗N .

Theorem 1.1 (Delocalized phase) Fix 1 ≤ c ≤ 2. There exist c,C > 0 such that for
every N even and every x, y ∈ F (TN) with d(x, y) ≥ 2, we have

c log d(x, y) ≤ E(bal)
TN [(h(x) − h(y))2] ≤ C log d(x, y).

Remark 1.2 Instead of an N ×N square torus as here, one may more generally study
the balanced six-vertex model on an N ×M torus with even dimensions. For M ≥ N the
variance of h(x)− h(y) behaves like log d(x, y)+ d(x, y)/N up to multiplicative constants,
and the results of the present paper may be used to show this.

The previous result was known in three special cases, namely for square-ice, i.e. c =
1 [8, 15, 47], for the free fermion point c =

√
2 [7, 22, 31], and for c = 2 [26]. During

the writing of this paper, Marcin Lis produced a proof for
√

2 +
√

2 ≤ c ≤ 2 based on
di�erent techniques than ours [37]. To the best of our knowledge, the result is new for
other parameters c ≥ 1. This result o�ers a complete picture of the behaviour of the
height function of the six-vertex model in the range of parameters a = b = 1 and c ≥ 1 as
it complements the following result for c > 2, proved in [26] (as a consequence of [12, 42]).

Theorem 1.3 (Localized phase; [26, 12, 42]) Fix c > 2. There exists C ∈ (0,∞) such
that for every N even and every x, y ∈ F (TN),

E(bal)
TN [(h(x) − h(y))2] ≤ C.

In the regime 1 ≤ c ≤ 2, the model is predicted to have Gaussian behaviour and to
converge in the sense of distributions in the scaling limit to (a scaling of) the Gaussian Free
Field (GFF) on the two-dimensional torus. The only case for which this is known is the
free fermion point c =

√
2 (see [31] and reference therein; cf. also [24]). The logarithmic

divergence of the variance proved here is consistent with this behaviour, but not su�cient
to determine it. We do however mention [17], whose result may be loosely reformulated
as �any sub-sequential scaling limit of height functions obtained for

√
3 ≤ c ≤ 2 is invariant

under rotation�.

1.3 Main results in planar domains

In this section, we develop the theory of the six-vertex model in �nite domains and present
our main results in this context. Due to the six-vertex model's spatial Markov property
(see Section 2.1 for the precise de�nition), these results have strong implications for the
six-vertex model on the torus discussed in the previous section.

Equip Z2 with the square grid graph structure and let (Z2)∗ = (1
2 ,

1
2) + Z2 denote the

dual of Z2; its vertices are identi�ed with the faces of Z2. As before, we partition Z2 in
a bipartite fashion into odd and even faces. Let V be a �nite connected set of vertices of
the graph Z2, and let E be the edges incident to them. The height function model related
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to arrow con�gurations on E with ice rule on V is de�ned on the subgraph D of (Z2)∗
consisting of the faces of Z2 with at least one corner in V and the dual edges of Z2 that
cross a primal edge in E. We say that such a subgraph D is a discrete domain, and denote
V = V (D) and E = E(D). The faces of Z2 in D with at least one corner not in V are
called the boundary ∂D of D (see Figure 2).

A boundary condition onD is given by a function ξ ∶ ∂D → Z; we say that ξ is admissible
if there exists a graph homomorphism h ∶ D → Z with h∣∂D = ξ and if ξ is odd on odd
faces (and therefore even on even faces). Let Ω6V (D,ξ) be the set of arrow con�gurations
on E, associated with graph homomorphisms h ∶ D → Z with h∣∂D = ξ. The map from
these graph homomorphisms to the associated six-vertex con�gurations in Ω6V (D,ξ) is
bijective, and hence we will often identify them, and call h height functions. Introduce
the probability measure on Ω6V (D,ξ) given by

PξD[{ω}] = W6V(ω)
Z(D,ξ)

,

where W6V is the six-vertex weight from the vertices of V (D) and Z(D,ξ) is the partition
function de�ned by ∑ω∈Ω6V (D,ξ)W6V(ω) 4.

For integers 0 < n < N , de�ne Λn ∶= (−n,n)2 and A(n,N) = ΛN ∖Λn; denote Λn ⊂D if
Λn ∩Z2 ⊂ V (D) and similarly for A(n,N). Let Oh≥k(n,N) be the event that there exists
a circuit of adjacent faces with h(x) ≥ k in A(n,N) that surrounds Λn.

Theorem 1.4 (Uniformly positive annulus circuit probabilities) Fix c ∈ [1,2]. For
every k, ` > 0, there exists c = c(c, `, k) > 0 such that for every n large enough, every dis-
crete domain D ⊃ Λ2n, and every admissible boundary condition ξ on ∂D (or a subset of
it) with ∣ξ∣ ≤ `, we have

PξD[Oh≥k(n,2n)] ≥ c. (1.1)

An important aspect of the previous estimate is that it is uniform over the scales n of
the annulus in which the circuit occurs, as well as over the domains D. This allows one to
combine it with the spatial Markov and FKG properties of the model (see Sections 2.1�2.2)
to deduce the other main theorems of this paper. Note also that the ��atness� ∣ξ∣ ≤ ` of the
boundary condition is crucial, and the statement above is expected to fail otherwise. An
extreme example is given by �sloped� boundary conditions, that may be chosen in such
a way as to completely freeze the con�guration inside the domain (see Figure 2 for an
example), thus preventing the event Oh≥k(n,2n) from occurring.

Theorem 1.4 may be used to derive estimates similar to (1.1) for annuli with any outer
to inner radius ratio, with the constant c depending on this ratio. This can be shown
with standard RSW-type techniques, by building a big circuit out of many small ones.
Two extensions of the result above will be discussed in Lemmas 5.2 and 5.4. They are
concerned with how the probability of events O∣h∣≥k(n,N) evolves as N/n tends to in�nity,
and as k tends to in�nity, respectively. The upshot is that the probability then converges
to 1 polynomially in n/N , and to 0 exponentially in k, respectively.

As a consequence of Theorem 1.4, we obtain the following bounds on the variance of
the height function. Below, d denotes the graph distance on (Z2)∗.

Corollary 1.5 (Logarithmic variance in planar domains) Fix 1 ≤ c ≤ 2. There ex-
ist c,C > 0 such that for every discrete domain D, every admissible boundary condition ξ

4In later sections, we will use the notation PξD for height assignments ξ on other supports than ∂D;
the concepts above readily generalize to these cases.
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on ∂D, and every face x of D ∖ ∂D, if we set maxy∈∂D ∣ξ(y)∣ = `, then

c log d(x, ∂D) − 4`2 ≤ VarξD(h(x)) ≤ C log d(x, ∂D) + 4`2.

It is quite standard for percolation models that Theorem 1.4 along with positive associ-
ation and the spatial Markov property imply results such as Corollary 1.5 and Theorem 1.1.
However, we warn the reader of subtleties in their proofs due to the particular forms of
the spatial Markov property (Proposition 2.1) and the pushing of boundary conditions
(Proposition 2.6) in this height-function model.

1.4 Some core ideas of the proof

As already mentioned, the key to all the results discussed so far is the circuit probability
estimate of Theorem 1.4. Its proof relies on three main inputs. First, Theorem 1.6
below estimates certain free energies associated to the six-vertex model on a cylinder; it
was obtained in [18] using the Bethe ansatz5. The second is contained in the proof of
Theorem 1.7, and is way to relate the estimates of the free energy obtained above to a
certain behaviour of the height function on the cylinder. This is the main innovation of
the present work. The third central input, also contained in the proof of Theorem 1.7,
is a Russo�Seymour�Welsh (RSW) type theory for the level sets of the height function.
Below, we brie�y introduce these three results in this order.

Let ON,M denote the cylindrical square lattice with a height ofM faces and a perimeter
of N faces. The six-vertex con�gurations on (the N × (M − 1) degree 4 vertices of) ON,M

and their six-vertex weights are then de�ned as straightforward generalizations of the

toroidal and �nite planar cases. Let N be even and, for s ∈ [−N/2,N/2], denote by Ω
(s)
6V

the set of six-vertex con�gurations on ON,M such that every row of N faces around ON,M

is crossed by 2⌈s⌉ more up arrows than down arrows. Let

Z
(s)
N,M ∶= ∑

ω∈Ω(s)
6V

W6V(ω).

Theorem 1.6 (Free energy on the cylinder; [18]) Fix c > 0. There exists a function
fc ∶ (−1/2,1/2)→ R+ such that

lim
N→∞
N even

lim
M→∞

1

NM
logZ

(αN)
N,M = fc(α).

Moreover, for 0 < c ≤ 2 there exists C = C(c) > 0 such that for every α ∈ (−1/2,1/2),

fc(α) ≥ fc(0) −Cα2. (1.2)

The function fc(α) is called the free energy of the cylindrical six-vertex model at
unbalance α. The previous theorem has an appealing physical intuition: the free energy
fc(α) is di�erentiable at 0 as a function of α, for all 0 < c ≤ 2.

The objective of the second main ingredient, Theorem 1.7, is to deduce the annulus
circuit probabilities, and thus ultimately the delocalization of the height function, from
the di�erentiability of fc. Let us mention that [18] also shows that the free energy is
non-di�erentiable at 0 when c > 2, which corresponds to the regime where the height
function is localised (see Theorem 1.3). As such, we have a direct correspondence between

5The central role of this input is highlighted by the fact that it is the only place in this paper that
di�erentiates between the phases c > 2 and 1 ≤ c ≤ 2.
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di�erentiability/non-di�erentiability of fc(α) at 0 and delocalization/localization of the
height function with slope 0; this correspondence is expected to apply in great generality,
in particular for other slopes [47].

Theorem 1.7 (From free energy to annulus circuits) There exist η, c,C > 0 such
that for all integers k, r with k large enough and r > 2k/η, and for all c ≥ 1, we have

P0,1
Λ12r

[Oh≥ck(12r,6r)] ≥ c exp [Cr2(fc( kηr) − fc(0))], (1.3)

where 0,1 denotes the admissible boundary condition on ∂Λ12r taking values 0 and 1 only.

Theorems 1.6 and 1.7 readily imply Theorem 1.4.
Our third main step, the RSW theory, follows ideas that were created initially in

the context of two-dimensional Bernoulli percolation [44, 46], and were instrumental for
instance in the computation of its critical point. To date, RSW type results are understood
as comparing crossing probabilities in domains of di�erent shape but similar size scale. In
the past decade, the theory has been extended to a wide variety of percolation models [3,
5, 49, 16, 19, 14, 32], and more recently to level sets of height function models on planar
graphs, see e.g. [15, 25].

In our main RSW type result, Theorem 3.1, the careful reader will observe a twist
compared to the existing such statements on height function models: we bound the prob-
ability of having crossings of height larger than ck of long domains by the probability of
having crossings of height k of short domains, where c > 0 is a small constant. Such a
loss in the height would prove very problematic for the renormalization arguments usually
performed in percolation models. Indeed, Theorem 3.1 does not a priori su�ce to prove a
dichotomy theorem as that of [19] or [21]. In our setting, Theorem 1.6 provides an input
which renders the renormalization super�uous.

1.5 Further questions

In�nite volume limits and mixing A reader familiar with the random surface theory
of [47] will notice that the delocalization proven in this paper, together with an application
of that theory6, shows the local convergence of the balanced six-vertex arrow con�gura-
tions, for c ∈ [1,2], on the torus TN as N → ∞. More delicate questions address the
in�nite-volume limit of the model in planar domains, and the rate at which the e�ect of
di�erent boundary conditions dies out, i.e., the mixing rate. Analogous in�nite volume
limits and mixing properties are fundamental, e.g., in the study of the Ising and FK Ising
models. For c ∈ [

√
3,2], such properties have been established also for the six-vertex model

in [37]. We plan to discuss these topics in the full range c ∈ [1,2] in a later publication.

Di�erent model parameters The reader will notice that our main results, Theo-
rems 1.4 and its consequences, Theorem 1.1 and Corollary 1.5, are valid only for c ∈ [1,2].
That c ≤ 2 is required is unsurprising since the model exhibits a di�erent behaviour when
c > 2, as illustrated by Theorem 1.3. The di�erence in behaviour may be traced back to
the behaviour of the free energy of Theorem 1.6; recall that this is the only point in our
proof di�erentiating between c ∈ [1,2] and c > 2.

When c ∈ (0,1), the Bethe ansatz computation of Theorem 1.6 still applies and provides
a di�erentiable free energy at α = 0. Moreover, the height model is expected to have a
similar behaviour to when c ∈ [1,2]. However, all the other main arguments of this paper

6See [33] on the validity of [47] on the six-vertex model.
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fail in the range c ∈ (0,1), due to the lack of positive association which is ubiquitously
applied in our proofs. Indeed, when c < 1, the FKG property fails, both for the height
function and its absolute value.

In a more general context, it is natural to consider the model with arbitrary positive
weights a1 = a2 = a, b1 = b2 = b, and c1 = c2 = c; recall that it is expected that the
behaviour of the model depends only on ∆ = (a2 +b2 −c2)/(2ab), and thus delocalization
results similar to ours should hold for all parameters (a,b,c) with ∆ ∈ [−1,1/2]. As
regards this case, we leave it to the reader to verify that our combinatorial tools of Section 2
and Appendix A, in particular the positive association properties of the model, remain
valid with analogous proofs whenever max{a,b} ≤ c. Consequently, it also holds that if
Theorem 1.4 remains true for max{a,b} ≤ c, then so do Theorem 1.1 and Corollary 1.5
(the proof of this implication is only based on the tools of Section 2). Unfortunately, the
geometric RSW theory (and more precisely, the proof of Proposition 3.4) in this paper
relies on the model being invariant under both vertical and diagonal re�ections, hence
requiring a = b.

Sloped boundary conditions Let ξ ∶ (Z2)∗ → Z be a �xed height function and study

the measures Pξ∣∂DD in growing domains D ↗ Z2. Corollary 1.5 gives the height vari-
ance for �at enough boundary conditions: for instance if ξ(x) − ξ(0) = O(1), we have

Var
ξ
∣∂D

D (h(x)) ∼ log d(x, ∂D). One may also study boundary conditions that are not
�at, most interestingly boundary conditions with a given slope: take a �xed ice-rule ar-
row con�guration in an N ×M torus, embed it periodically in the plane, and let ξ be
the corresponding height function on the faces of Z2. The slope of ξ is then the vector
s = ((ξ(y+(N,0))−ξ(y))/N, (ξ(y+(0,M))−ξ(y))/M) (which is independent of y ∈ (Z2)∗);
note that

ξ(x) − ξ(0) = ⟨x, s⟩ +O(1).

With di�erent choices ofM,N, ξ in the above, the possible slopes s are exactly the rational
points of [−1,1] × [−1,1].

It is expected that a result similar to Corollary 1.5 holds under the measure Pξ∣∂DD ,
whenever the slope of ξ is in the interior7 of [−1,1]2 (Corollary 1.5 treats the zero-slope
case). For such boundary conditions, the RSW result is also expected to apply for h − ξ
instead of h, at su�ciently large scales. Indeed, in a slightly di�erent context, it was
shown in [47] that the height function delocalizes for non-zero slopes in (−1,1)2. Then,
the height function in �nite domains is expected to converge to the unique in�nite-volume
one, and to delocalize logarithmically.

Organization of the paper

Section 2 introduces a toolbox of fundamental combinatorial properties of six-vertex height
functions, which will be constantly applied in the sequel. Section 3 presents crossing
probability estimates, in particular the RSW-type result of Theorem 3.1; these do not rely
on (1.2) and are valid for all c ≥ 1. Section 4 contains the proofs of Theorems 1.7 and 1.4.
The estimates on the variance of the height function of Theorem 1.1 and Corollary 1.5 are
proved in Section 5.

7For slopes on the boundary of [−1,1]2 one readily shows that the con�guration inside D freezes
completely.

9



0 1 2 4 5 6

0 1 2 3 4 5 6 7 8

0 1 2 3 4 5 6 7

1 2 3 4 5 6 7 8

0 1 2 3 4 5 6 7

3 4 5 6 7 8

−1

−1

0

Figure 2: A discrete domain D generated by the marked vertices. The boundary ∂D is
represented in grey and some of the arrows of the associated 6-vertex con�guration are
shown. The boundary condition is such that there exists a unique height function inside
D consistent with it (we say that the height function is frozen). If the red square were to
contain a 9 instead of a 7, the boundary condition would become non-admissible.

2 Basic properties

This section studies six-vertex height functions in (discrete domains embedded in) the
plane, torus, or cylinder, with parameter c ≥ 1. As mentioned in the introduction, all the
results in this section also hold for the three-parameter model when max{a,b} ≤ c.

On setup and notation We denote by G an �ambient space graph� that can be taken
to be either the torus TN , the cylinder ON,M , or the whole plane Z2. By the terms vertex,
edge, face, and dual edge we will always refer to those structures of G. We will always
assume that N is even and hence the faces of G can be bipartitioned into even and odd
faces, such that no odd (resp. even) face shares an edge with another odd (resp. even)
face.

A discrete domain D ⊂ G∗ is de�ned for G = TN and G = ON,M similarly to the planar
case in Section 1.3. Recall that a function h ∶ D → Z is a height function if for any two
adjacent faces x and y in D, we have ∣h(x) − h(y)∣ = 1, and h is even on even faces and
odd on odd faces. Let HD denote the set of such height functions on D.

Finally, recall from the introduction that a boundary condition ξ (and thus its induced
measure PξD) may be de�ned on any nonempty set of faces B ⊂D.

2.1 Spatial Markov property

Proposition 2.1 (Spatial Markov property (SMP)) Let D ⊂ D′ be two domains of
G and ξ be an admissible boundary condition on ∂D′. Then for any realisation ζ of a
height function chosen according to PξD′, we have

PξD′[ ⋅ ∣ h = ζ on Dc ∪ ∂D] = Pζ∣∂DD . (SMP)

Above, the left-hand side refers to the law of the height function restricted to D, written
h∣D, when h is sampled according to PξD′ . Observe that the right-hand side of (SMP) only
depends on the values of ζ on ∂D. In particular, this proves that conditionally on the
values of h on ∂D, the restrictions of the height function to D and Dc are independent.

10



Proof For any height function h equal to ζ on Dc ∪ ∂D,

PξD′[h] = 1
Z(D′,ξ) ∏

v∈V (D)
c1{v is of type 5 or 6 in h} ∏

v∈V (D′)∖V (D)
c1{v is of type 5 or 6 in h} .

The second product above only depends on ζ, since it only involves vertices for which all
four surrounding faces have height prescribed by ζ. Thus, the law of h∣D under PξD′[ ⋅ ∣ h =
ζ on Dc ∪ ∂D] has probabilities proportional to the �rst product above, and therefore

to Pζ∣∂DD [h∣D], with a factor of proportionality that depends on ζ∣Dc∪∂D. As these two
measures are supported on the same set of height con�gurations, we conclude that they
are equal. ◻

2.2 Monotonicity properties and correlation inequalities

The six-vertex model enjoys useful monotonicity properties with respect to its height
function representation when a = b = 1 and c ≥ 1 (or in more general when max{a,b} ≤ c).
We now state these properties. Proofs are given in Appendix A since they are all not
explicitly present in the literature8.

An important concept in the study of both height functions and boundary conditions
is the partial order relation ⪯ on HD. For two height functions h,h′ ∈HD, we set h ⪯ h′ if
and only if h(x) ≤ h′(x) for all faces x in D. An analogous partial order is de�ned between
boundary conditions.

A function F ∶ HD → R is increasing if h ⪯ h′ implies that F (h) ≤ F (h′). An event
A is increasing if its indicator function 1A is an increasing function, and decreasing if its
complement Ac is increasing. The results below are stated in terms of expectations of
increasing functions, but we will mostly apply them to probabilities of increasing events.

Proposition 2.2 Fix a discrete domain D, any two admissible boundary conditions ξ ⪯ ξ′
and any two increasing functions F,G ∶HD → R. Then, we have

EξD[F (h)G(h)] ≥ EξD[F (h)]EξD[G(h)], (FKG)

Eξ
′

D[F (h)] ≥ EξD[F (h)]. (CBC)

The proof of Propositions 2.2 is in Appendix A. For now, let us prove the following
elementary corollary of (CBC).

Corollary 2.3 Let D be a discrete domain and ξ an admissible boundary condition. If
ξ ≥m (resp. ξ ≤M) then for any face x of D, we have

EξD[h(x)] ≥m (resp. EξD[h(x)] ≤M).

Proof It su�ces to prove the �rst bound for m = 0 (the rest follows readily). The
comparison between boundary conditions and the invariance of weight under sign �ip
W6V(h) =W6V(−h) give

2EξD[h(x)] ≥ EξD[h(x)] +E−ξD [h(x)] = 0,

which is what we wanted to prove. ◻

Crucially, our model enjoys an additional monotonicity property for the absolute value
of the height function.

8It is also worthwhile to point out that the computations would yield counterexamples for these mono-
tonicity results when c ∈ (0,1), or max{a,b} > c.
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Proposition 2.4 Fix a discrete domain D, ξ′ ⪰ ξ ≥ 0 two admissible boundary conditions
on ∂D, a (possibly empty) set of faces B ⊂ D, and two height-functions ζ ′ ⪰ ζ ≥ 0 on

B achievable under Pξ
′

D and PξD, respectively. Then, for any two increasing functions
F,G ∶HD → R, we have

Eξ
′

D[F (∣h∣) ∣ ∣h∣ = ζ ′ on B] ≥ EξD[F (∣h∣) ∣ ∣h∣ = ζ on B], (CBC-|h|)

EξD[F (∣h∣)G(∣h∣)] ≥ EξD[F (∣h∣)]EξD[G(∣h∣)]. (FKG-|h|)

Remark 2.5 The inequality (FKG-|h|) also holds for the conditional measure PξD[. ∣ ∣h∣ =
ζ on B] by the same proof. The statements above also apply to boundary conditions ξ, ξ′

imposed on any non-empty set rather than just ∂D.

2.3 Boundary pulling and pushing

In models with the spatial Markov property and monotonicity properties, a useful tool is
the comparison of probabilities of certain events in di�erent domains. This is sometimes
referred to as the pushing/pulling of boundary conditions. In our model, it is achieved
through the FKG inequality for the absolute value of the height function.

In order to state the pushing/pulling property, we need the concept of minimal height
functions. Let D ⊂ G∗ be a discrete domain and ξ be an admissible boundary condition
de�ned on B ⊂D. The reader may verify that

h(x) = max
y∈B

(ξ(y) − dD(x, y)),

where dD denotes the graph distance on D ⊂ G∗, is the unique minimal height function
h with h∣B = ξ. That is, for any other such h, we have h ⪯ h. Similarly, if hm is the
height function taking only values m and m + 1, it holds that h(⋅) = max{h(⋅), hm(⋅)} is
the unique minimal height function h with h∣B = ξ with h ≥ m. Maximal extensions can
be constructed similarly.

Proposition 2.6 Fix integers k >m. Let D ⊂ G∗ be a discrete domain, ξ be an admissible
boundary condition on B ⊂ D with ξ ≥ m and ζ ∈ HD the minimal height function with
boundary conditions ξ and with ζ ≥m − 1. Then, for any B′ ⊃ B, we have

Pζ∣B′D [∃C ∈ C with h∣C ≥ k] ≤ 2PξD[∃C ∈ C with h∣C ≥ k], (2.1)

for any collection C of connected subsets of D. When each set in C intersects B, then the
factor 2 may be removed.

The above will mostly be used in the form of the following corollary.

Corollary 2.7 Let D ⊂ D′ be two discrete domains, ξ′ be an admissible boundary condi-
tion for HD′ on ∂D′, with ξ′ ≥m for some m. Let ξ be the minimal admissible boundary
condition for HD on ∂D, that coincides with ξ′ on ∂D ∩ ∂D′ and satis�es ξ ≥ m. Then,
for any k >m,

PξD[∃C ∈ C with h∣C ≥ k + 2] ≤ 2Pξ
′

D′[∃C ∈ C with h∣C ≥ k], (2.2)

for any collection C of connected subsets of D. When each set in C intersects ∂D′, then
the factor 2 may be removed.
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The corollary will be applied to the existence of certain paths, most commonly crossings
of certain domains. Two things should be kept in mind when applying Corollary 2.7.
First, due to (CBC), (2.2) also applies to pairs of boundary conditions ξ̃, ξ̃′ with ξ̃ ⪯ ξ and
ξ′ ⪯ ξ̃′. Second, even though the statement suggests that ξ is chosen in terms of ξ′, we will
sometimes start with a boundary condition ξ, then construct a boundary condition ξ′ for
which (2.2) holds. The two cases correspond to boundary pushing and pulling.

Proof of Proposition 2.6 Since the model is invariant under the addition of a constant,
we may limit ourselves to the case m = 0. Fix a set C of connected subsets of D. Write
A = {h ∶ ∃C ∈ C with h∣C ≥ k}.

Since k > 0, if ∣h∣ ∈ A, then there exits C ∈ C on which ∣h∣ ≥ k and in particular h is of
constant sign. As a consequence

PξD[h ∈ A] + PξD[−h ∈ A] ≥ PξD[∣h∣ ∈ A].

By sign �ip symmetry and comparison between boundary conditions (CBC) (recall that
ξ ≥ 0, and hence −ξ ⪯ ξ), we �nd that

2PξD[h ∈ A] ≥ PξD[∣h∣ ∈ A]. (2.3)

It remains to lower bound the right-hand side. Observe that the lowest possible values
of ∣h∣ on B are given by ∣ζ ∣. By (FKG-|h|),

PξD[∣h∣ ∈ A] ≥ PξD[∣h∣ ∈ A ∣ ∣h∣ = ∣ζ ∣ on B]

≥ min{PξD[h ∈ A ∣h = ζ ′ on B] ∶ ζ ′ admissible s.t. ∣ζ ′∣ = ∣ζ ∣}.

Due to (FKG) and to the fact that A is increasing, the minimum above is realised by the
lowest con�guration ζ ′ satisfying the condition above. The choice of ζ as lowest among the
realisations of h on B with ζ ≥ −1 guarantees that the minimum in the above is obtained
when ζ ′ = ζ. Combining this observation with (2.3) provides the desired bound.

Finally, if C is such that all C ∈ C intersect ∂D, then PξD[h ∈ A] = PξD[∣h∣ ∈ A]. Indeed,
when ∣h∣ ∈ A, the sign of h on any set C ∈ C realising A is necessarily +, due to its
intersection with ∂D and to the fact that ξ ≥ 0 (since k > 0, C intersects the boundary
only on faces where ξ > 0). Thus, in this particular case, the factor 2 may be removed
from (2.1). ◻

Proof of Corollary 2.7 Fix D ⊂D′, ξ and ξ′ as in the statement. Let ζ be the smallest
realisation of a height function on D′ with boundary conditions ξ′ and with ζ ≥ m − 1.
Then, due to Proposition 2.6 and (SMP),

Pξ
′

D′[∃C ∈ C with h∣C ≥ k] ≥ 1
2P

ζ
∣∂D

D [∃C ∈ C with h∣C ≥ k].

Notice now that, by choice of ξ, we have ζ∣∂D ⪰ ξ − 2, and (CBC) thus gives

Pζ∣∂DD [∃C ∈ C with h∣C ≥ k] ≥ Pξ−2
D [∃C ∈ C with h∣C ≥ k] = PξD[∃C ∈ C with h∣C ≥ k + 2].

The claim follows. When all sets in C intersect ∂D′, the factor 1/2 disappears in the �rst
equation displayed above. ◻
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3 RSW theory

This section introduces tools of a geometric nature for the six-vertex height functions,
related to crossings of domains by height function level sets. The main result is the
Russo�Seymour�Welsh (RSW) Theorem 3.1. An intermediate result, Proposition 3.4 will
also be used later, in Section 4. In this section, we only work in the plane.

The results in this section work for all c ≥ 1, i.e., they do not di�erentiate between
the localized and delocalized phases. However, as discussed in Section 1.5, they do not
directly generalize for the six-vertex model with three parameters a,b,c. The reader
will also notice that various inexplicit constants appear in the statements of this section.
Explicit values for these constants could be worked out by carefully tracing through the
proofs, but this is not needed for the purpose of this paper. An interesting consequence
is nevertheless that the inexplicit constants may be chosen uniformly in c ≥ 1.

3.1 The main RSW result

Given a discrete domain D and sets A,B of faces of D, write A
h≥k in D←ÐÐÐÐ→ B for the event

that there exists a path of faces u0, . . . , un of D with u0 ∈ A, un ∈ B, ui adjacent to ui+1 in
D for all i and h(ui) ≥ k for all i. When no ambiguity is possible, we remove the mention
to D from the notation. The same notation applies with h ≤ k and ∣h∣ instead of h.

For convenience, we will work here with the following measures in in�nite horizontal
strips. Fix n ≥ 2 and set Strip ∶= Z×[0, n] seen as a subgraph of Z2. Its boundary ∂Strip is
formed of the faces in Z×([0,1]∪[n−1, n]); the notion of admissible boundary condition on
∂Strip adapts readily from that on (�nite) domains. Fix an admissible boundary condition
ξ on Strip with ∣ξ∣ ⪯M for some M ≥ 1. The measure PξStrip is de�ned as the weak limit

of measures Pξm[−m,m]×[0,n] as m → ∞, where ξm is the minimal boundary condition on

∂[−m,m] × [0, n] which is equal to ξ on ∂Strip ∩ ∂[−m,m] × [0, n]. It is an immediate
consequence of the �nite energy of the model that PξStrip exists. Furthermore, by the same

argument, PξStrip is the limit of any sequence of measures PζmDm , where Dm is any increasing
sequence of domains with ⋃m≥1Dm = Strip and ζm is any sequence of boundary conditions
on ∂Dm that are equal to ξ on ∂Strip ∩ ∂Dm.

Note that as a consequence of this construction, the spatial Markov property (SMP),
the FKG inequalities (FKG) and (FKG-|h|), the comparison of boundary conditions (CBC)
and (CBC-|h|) and the pushing of boundary conditions (2.2) apply to PξStrip.

We are now ready to state the main result of this section.

Theorem 3.1 (RSW) There exist absolute constants δ, c,C > 0 such that for any k ≥ 1/c
and any n, we have

P0,1
Λ12n

[Oh≥ck(6n,12n)] ≥ c(P0,1
Z×[−n,2n][[0, ⌊δn⌋] × {0}

h≥k in Z×[0,n]
←ÐÐÐÐÐÐÐ→ Z × {n}])C , (3.1)

where 0,1 denote the admissible boundary conditions on the boundary of each domain that
only take values 0 and 1.

The rest of this section is organised as follows. In Section 3.2, we discuss duality
properties and crossings of certain symmetric domains. In Section 3.3, we prove a result
about vertical crossings of a strip with endpoints contained in small intervals. This result
is used to prove to Theorem 3.1 and will also be used in Section 4. In Section 3.4 we use
the result of Section 3.3 to bound the probability of horizontal crossings of long rectangles
in a strip. Then, in Section 3.5, the previous bounds are extended to circuits in annuli,
thus proving Theorem 3.1.
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Figure 3: Theorem 3.1 lower-bounds the probability of a large-height circuit around an
annulus (left) in terms of that of a vertical crossing of the middle third of a strip, starting
from a given narrow window of length ⌊δn⌋ (right).

3.2 Crossings of symmetric quadrilaterals

A discrete domain D is said to be simply-connected if it is the subgraph of (Z2)∗ bounded
on or inside a simple loop on (Z2)∗. (The corresponding primal vertices V (D) ⊂ Z2 are
hence those inside the loop.) When four (di�erent) faces a, b, c, d in counter-clockwise order
on the bounding loop are �xed, (D;a, b, c, d) is called a (discrete) quad. The boundary
of a quad is divided into four arcs (ab), (bc), (cd), and (da), that are paths on (Z2)∗
intersecting at their extremities.

For a discrete domainD, we say that two faces u and v are ×-adjacent inD if dD(u, v) =
2 and u and v share a corner; a ×-path in D is a sequence of ×-adjacent faces. For sets A,B
of faces of D we write A

h≥k in D←ÐÐÐÐ→× B for the event that there exists a ×-path u0, . . . , un ∈D
with u0 ∈ A, un ∈ B and h(ui) ≥ k for all i; similar notations are used for h ≥ k and ∣h∣,
and �in D� is omitted if clear.

Remark 3.2 The ×-paths are the dual of ordinary paths, in the sense that for a quad
(D;a, b, c, d), we have

{(ab) h≥k←Ð→ (cd)}c = {(bc) h<k←Ð→× (da)}. (3.2)

See Figure 4 for an explanation. Furthermore, we have

{(bc) h≤k−2←ÐÐ→ (da)} ⊂ {(bc) h<k←Ð→× (da)} ⊂ {(bc) h≤k←Ð→ (da)}. (3.3)

A symmetry σ of Z2 is a graph isomorphism from Z2 to itself that �xes the bipartition of
F (Z2) (even faces are sent to even faces, and odd faces to odd faces). Given an admissible
boundary condition ξ on D, we denote by σξ the admissible boundary condition ξ ○ σ−1

on σ(D). A discrete quad (D;a, b, c, d) is said to be symmetric if there exists a symmetry
σ ∶ Z2 → Z2 such that σ(D) = D and σ maps the boundary arcs (ab) and (cd) of D to
(bc) and (da).

Lemma 3.3 (Crossing probability in symmetric domains) Let (D;a, b, c, d) be a dis-
crete quad which is symmetric with respect to a symmetry σ. For any boundary condition
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Figure 4: A quad (with marked faces at its corners) which is symmetric with respect to
the re�ection σ along the diagonal. The boundary condition ξ is such that −ξ ⪯ σξ, as
required in Lemma 3.3. This domain contains no path of non-negative height from top
to bottom, but contains a negative ×-crossing from left to right. Such ×-crossings are not
necessarily unique; one may be found by following the contour of the connected component
of non-negative faces of the bottom arc.

ξ on ∂D such that σξ ⪰ −ξ, we have

PξD[(ab) h≥0←Ð→ (cd)] ≥ 1
2 .

Proof Using �rst (3.2) and then (3.3), we deduce that

1 − PξD[(ab) h≥0←Ð→ (cd)] = PξD[(bc) h<0←Ð→× (da)] ≤ PξD[(bc) h≤0←Ð→ (da)].

Applying the symmetry σ (and the fact that symmetries preserve six-vertex weights in
our parameter range) we get

PξD[(bc) h≤0←Ð→ (da)] = PσξD [(ab) h≤0←Ð→ (cd)] ≤ P−ξD [(ab) h≤0←Ð→ (cd)] = PξD[(ab) h≥0←Ð→ (cd)],

where the inequality follows from the comparison of boundary conditions of Proposition 2.2

since σξ ⪰ −ξ and the event (ab) h≤0←Ð→ (cd) is decreasing. The claim follows by combining
the two displayed equations above. ◻

3.3 No crossings between slits

For the rest of this section, aiming to prove Theorem 3.1, we omit the integer roundings
in ⌊δn⌋ to streamline the notation; δn thus always represents an integer.

Proposition 3.4 There exist constants δ, c > 0 such that the following holds. For any
k ≥ 1/c, any n and any i ∈ Z

PξZ×[0,n][[0, δn] × {0}
h≥(1−c)k
←ÐÐÐÐ→ [i, i + δn] × {n}] ≤ 1 − c, (3.4)
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Figure 5: Left: an illustration of the boundary condition and the crossing event in
Proposition 3.4. In the top and bottom intervals of length δn (which we call slits) the
boundary conditions are k, k − 1, except at their ends, where they progressively decrease
to 0. One should think of δn as being much larger than k. Right: illustration for the proof
in the case i = 0: the boundary conditions ξ (black) and ζ (gray) � the same color code
as in the left picture applies. The geometry and the de�nition of boundary conditions are
similar on the lower and upper boundaries of the strip.

where ξ is the largest boundary condition on ∂Z× [0, n] which is at most k and has values
0,1 on (Z ∖ [0, δn]) × {0} and (Z ∖ [i, i + δn]) × {n}.

See Figure 5(left) for an illustration.
The proposition above will be used twice: once as the key step in the proof of The-

orem 3.1 and again to build so-called �fences� in Section 4. It may be useful to adopt
a dual view of the result above. Indeed, due to Remark 3.2, the above shows that, in
spite of the large boundary conditions (roughly) k on the slits (Z ∖ [0, δn]) × {0} and
(Z ∖ [i, i + δn]) × {n}, one may construct with positive probability a path of at most
(1 − c)k disconnecting these slits from each other.

Proof of Proposition 3.4 We will start by proving the statement for i = 0; the state-
ment for general i follows by a simple manipulation. For the rest of this subsection, we
omit the subscripts Z × [0, n] in the strip measures.

Case i = 0: Fix δ = 1/17 and integers k and n with kc ≥ 1, where c > 0 is a constant whose
value will be speci�ed later and will not depend on k or n. For j ∈ Z, write Lj for the
vertical line {jδn} ×R,

Ij ∶= [jδn, (j + 1)δn] × {0} and Ĩj ∶= [jδn, (j + 1)δn] × {n}.

Then, for α ∈ {0,+,−} and k ≥ 1, de�ne Eh≥k(j, α) as the event that there exists a path of
h ≥ k from Ij to Ĩj in the strip R × [0, n], and furthermore

� if α = 0, the path intersects neither Lj−5 nor Lj+6,
� if α = +, the path intersects Lj+6;
� if α = −, the path intersects Lj−5.

Similar notations apply for h ≤ k and for ∣h∣. Notice that the events Eh≥k(j, α) for α ∈
{0,+,−} are all increasing, they are not mutually exclusive, and we have

⋃
α∈{−,0,+}

Eh≥k(j, α) = {Ij
h≥k in R × [0, n]
←ÐÐÐÐÐÐÐÐ→ Ĩj}. (3.5)
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Write ζ for the largest boundary condition for the strip Z × [0, n], which takes values
at most k and values in {0,1} outside of I−2, I0, I2 and their top counterparts Ĩ−2, Ĩ0 and
Ĩ2; see Figure 5(right) for an illustration. Next we state a lemma that will quickly imply
the desired result.

Lemma 3.5 For c = 1/4, any k ≥ 44, and any α ∈ {0,+,−}, we have

Pξ[I0
h≥(1−c)k
←ÐÐÐÐ→ Ĩ0] ≤ 1 − 1

6P
ζ[Eh≤ck(−3, α) ∩ Eh≤ck(−1, α) ∩ Eh≤ck(1, α) ∩ Eh≤ck(3, α)],

(3.6)

where ξ the boundary condition de�ned in Proposition 3.4, for i = 0.

Before proving the lemma, let us see how it allows us to conclude the proof of Propo-
sition 3.4. For an integer j, let τjξ be the horizontal shift of the boundary condition ξ by
jδn, and remark that by de�nition of ξ and ζ, if j is an odd integer we have τjξ ≤ k − ζ.
Using �rst the sign �ip invariance of the height function and then the (CBC) inequality
and the horizontal shift symmetry9, we have, for all j ∈ {±3,±1} and α ∈ {−,0,+},

Pζ[Eh≤ck(j, α)] = Pk−ζ[Eh≥(1−c)k(j, α)] ≥ Pξ[Eh≥(1−c)k(0, α)].

By (3.5), we conclude that there exists α0 ∈ {−,0,+} such that

Pξ[Eh≥(1−c)k(0, α0)] ≥ 1
3P

ξ[I0
h≥(1−c)k
←ÐÐÐÐ→ Ĩ0].

Using �rst the FKG inequality for the decreasing events Eh≤ck(j, α0), and then the two
previously displayed equations, we get

Pζ[Eh≤ck(−3, α0) ∩ Eh≤ck(−1, α0) ∩ Eh≤ck(1, α0) ∩ Eh≤ck(3, α0)] ≥ ∏
j∈{±3,±1}

Pζ[Eh≤ck(j, α0)]

≥ (1
3P

ξ[I0
h≥(1−c)k
←ÐÐÐÐ→ Ĩ0])

4
.

Injecting this into (3.6), we conclude that for c = 1/4, Pξ[I0
h≥(1−c)k
←ÐÐÐÐ→ Ĩ0] is bounded above

by an absolute constant strictly smaller than 1. Adjusting the value of c to a smaller
constant if need be, we �nd (3.4) with i = 0.

Case i ≠ 0: Fix constants δ and c so that (3.4) holds for i = 0 with these constants. De�ne
δ′ = δ/3; we will prove Proposition 3.4 for δ′ instead of δ, and omit integer roundings also
in ⌊δ′n⌋. By the (CBC) inequality, for any i ∈ [−2δ′n,2δ′n],

Pξ
′

[[0, δ′n] × {0}
h≥(1−c)k
←ÐÐÐÐ→[i, i + δ′n] × {n}]

≤ Pξ[[0, δn] × {0}
h≥(1−c)k
←ÐÐÐÐ→ [0, δn] × {n}] ≤ (1 − c),

where ξ′ ≤ ξ are the boundary conditions on ∂Z × [0, n] de�ned in the statement of
Proposition 3.4 for δ′ and δ, respectively, and for i = 0 for the latter.

It thus remains to prove Proposition 3.4 for ∣i∣ > 2δ′n. By vertical re�ection symmetry
of the model, we may assume i > 2δ′n. Now, using �rst the sign �ip invariance of the

9Note that we shift the boundary condition by k, which swaps the odd and even faces in case k is
odd. They can be swapped back by shifting the strip horizontally by (1,0); alternatively, the reader may
observe that it su�ces to prove the claim for even k here. We will keep these manipulations implicit in
the subsequent parity swaps occurring in the rest of the article.
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n

δ′n

h ∈ {0, 1}

h ∈ {0, 1} h ≤ k

i > 2δ′n

δ′n

h ≤ k

h ≥ (1− c)k
h ≤ ck

δ′n −i

Figure 6: A geometric argument in the end of the proof of Proposition 3.4. The light-
blue and dashed boundary segments are re�ection symmetric. The small-height crossing
between the light-blue boundary segments (in blue) excludes the large-height crossing
between the dashed boundary segments (in dashed red). Solid-line boundaries represent
here boundary conditions 0,1 and dashed boundaries represent their maximal extensions
smaller or equal to k.

height function and then the (CBC) inequality and the vertical re�ection symmetry (see
Figure 6), we compute

Pξ
′

[[δ′n,2δ′n] × {0} h≤ck←Ð→ [−i + δ′n,−i + 2δ′n] × {n}]

= Pk−ξ
′

[[δ′n,2δ′n] × {0}
h≥(1−c)k
←ÐÐÐÐ→ [−i + δ′n,−i + 2δ′n] × {n}]

≥ Pξ
′

[[0, δ′n] × {0}
h≥(1−c)k
←ÐÐÐÐ→ [i, i + δ′n] × {n}].

Moreover, notice that as c ≤ 1/4 (due to the assumption of previous lemma) and k ≥ 1/c ≥ 4,
the event on the left hand side above excludes the one on the right-hand side (see Figure 6
again). We conclude that

Pξ
′

[[0, δ′n] × {0}
h≥(1−c)k
←ÐÐÐÐ→ [i, i + δ′n] × {n}] ≤ 1

2 .

◻

We now give the proof of Lemma 3.5.

Proof of Lemma 3.5 Fix α ∈ {0,−,+}. Set

S ∶= Eh≤ck(−3, α)∩Eh≤ck(−1, α)∩Eh≤ck(1, α)∩Eh≤ck(3, α)∩{I−2
h≥(1−c)k
←ÐÐÐÐ→ Ĩ−2}∩{I2

h≥(1−c)k
←ÐÐÐÐ→ Ĩ2}.

We �rst claim that it su�ces to prove that

Pζ[I0
h≥(1−c)k
←ÐÐÐÐ→ Ĩ0 ∣S] ≤ 1/2. (3.7)

Indeed, (3.7) implies that

Pζ[( ⋂
j∈{0,±2}

{Ij
h≥(1−c)k
←ÐÐÐÐ→ Ĩj})

c
] ≥ 1

2P
ζ[Eh≤ck(−3, α) ∩ Eh≤ck(−1, α) ∩ Eh≤ck(1, α) ∩ Eh≤ck(3, α)],

19



n

δn

ζ ∈ {0, 1} ζ ≤ k 0, 1 0, 1≤ k ≤ k 0, 1

I−2 I−1 I0 I1 I2

γL
γR

D

Figure 7: Illustration for the proof of Lemma 3.5. The curves γL and γR (blue) and the
boundary segments of the strip between them de�ne the quad D. Solid-line boundaries
represent here boundary conditions ζ ∈ {0,1}, and dashed lines represent maximal exten-
sions of boundary conditions remaining at most k.

and therefore there exists j0 ∈ {0,±2} such that

Pζ[Ij0
h≥(1−c)k
←ÐÐÐÐ→ Ĩj0] ≤ 1 − 1

6P
ζ[Eh≤ck(−3, α) ∩ Eh≤ck(−1, α) ∩ Eh≤ck(1, α) ∩ Eh≤ck(3, α)].

Finally, observe that the boundary conditions ζ are such that

Pξ[I0
h≥(1−c)k
←ÐÐÐÐ→ Ĩ0] ≤ Pζ[Ij

h≥(1−c)k
←ÐÐÐÐ→ Ĩj] for every j ∈ {−2,0,2}.

In conclusion, (3.6) is indeed implied by (3.7), and we will focus on proving the latter.

For h ∈ S, the fact that Eh≤ck(−3, α), Eh≤ck(−1, α) and I−2
h≥(1−c)k
←ÐÐÐÐ→ Ĩ−2 occur, induces

the existence of a leftmost crossing γL of h ≤ ck from I−1 to Ĩ−1. Similarly, there exists a
rightmost crossing γR of h ≤ ck from I1 to Ĩ1.

Let D be the discrete domain made of faces of Z × [0, n] that are between γL and γR,
or on γL and γR. Notice that the event S and the paths γL and γR are measurable in
terms of the values of the height function on Dc ∪∂D. Moreover, when S occurs, all faces
on γL and γR have height ck or ck − 1 10. See Figure 7.

Thus, conditionally on a realisation of γL, γR and h on Dc ∪ ∂D, the height function
in D is distributed according to PχD, where χ is identical to ζ on the boundary of the strip
Z×[0, n] and is equal to ck or ck−1 on γL and γR. Let X be the set of possible realisations
of (D,χ) such that S occurs. Then

Pζ[S] = ∑
(D,χ)∈X

Pζ[γL, γR bound D] and

Pζ[{I0
h≥(1−c)k
←ÐÐÐÐ→ Ĩ0} ∩ S] = ∑

(D,χ)∈X
PχD[I0

h≥(1−c)k
←ÐÐÐÐ→ Ĩ0]Pζ[γL, γR bound D].

To prove (3.7), it thus su�ces to show that for every (D,χ) ∈ X ,

PχD[I0
h≥(1−c)k
←ÐÐÐÐ→ Ĩ0] ≤ 1

2 . (3.8)

10In this sentence and for the rest of this proof we suppress for the sake of streamlined writing two
minor details. First, we omit the integer roundings from ⌊ck⌋ when it appears in exact height function
values. Second, as γL ends on I−1 and Ĩ−1 where the boundary condition is 0,1 the height value at the
endpoints and close to them is not ck or ck − 1. Due to being leftmost, γL actually slides directly to the
left from both end points, to reach the height ck or ck − 1 in I−2 and Ĩ−2, respectively, and then connects
these �left-pushed endpoints� by a curve on which the height indeed is ck or ck − 1.
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If γL and γR intersect, then the left-hand side is equal to 0 and there is nothing to do,
so we restrict ourselves to domains D for which γL and γR do not intersect. In the rest
of the proof we show (3.8) by distinguishing between the di�erent values of α. We only
describe the proof for α = 0 and α = +; the proof for α = − is the same as that for α = +.

Case of α = 0: Since S occurs, γL and γR are contained between any path of height h ≤ ck
from I−3 to Ĩ−3 and from I3 to Ĩ3. As we are in the case α = 0, such paths exist left of L−8

and right of L9. Thus D is necessarily contained in a n×n square D′ ⊃ [−8δn,9δn]× [0, n]
(recall that 17δn ≤ n).

Denote by {ck, ck−1} the boundary condition on ∂D taking only values ck and ck−1,
and by χ ∨ {ck, ck − 1} the pointwise maximum of the two; by (CBC),

PχD[I0
h≥(1−c)k
←ÐÐÐÐ→ Ĩ0] ≤ Pχ∨{ck,ck−1}

D [I0
h≥(1−c)k
←ÐÐÐÐ→ Ĩ0].

Note that on the left and right sides of D, χ (and thus also χ∨{ck, ck−1}) takes values ck
and ck−1. Let χ′ be the boundary condition forHD′ on ∂D′ which is equal to χ∨{ck, ck−1}
on ∂D ∩ ∂D′ and on the faces of ∂D′ left or right of D takes values ck and ck − 1. By
de�nition, ck − 1 ≤ χ′ ≤ k, and we can apply the boundary pushing of Corollary 2.7 (recall
that c = 1/4 so ck − 1 < (1 − c)k) to get

Pχ∨{ck,ck−1}
D [I0

h≥(1−c)k
←ÐÐÐÐ→ Ĩ0] ≤ Pχ

′

D′[I0
h≥(1−c)k−2 in D
←ÐÐÐÐÐÐÐÐ→ Ĩ0] ≤ Pχ

′

D′[Vh≥(1−c)k−2(D′)],

where Vh≥(1−c)k−2(D′) denotes the existence of a path of h ≥ (1 − c)k − 2 crossing D′

vertically. Recall from Remark 3.2 that Vh≥(1−c)k−2(D′) ⊂ Hh≤(1−c)k−3(D′)c, where H
refers to horizontal crossings. Apply now Lemma 3.3 to the symmetric domain D′, with
the boundary conditions ⌊(1 − c)k⌋ − 3 − χ′, to conclude that

Pχ
′

D′[Vh≥(1−c)k−2(D′)] ≤ 1 − Pχ
′

D′[Hh≤(1−c)k−3(D′)] ≤ 1
2 ,

for all k ≥ 28 11.

Case of α = +: Since Eh≤ck(−3,+) and I−2
h≥(1−c)k
←ÐÐÐÐ→ Ĩ−2 occur, γL necessarily intersects

the vertical line L3 (see Figure 8). Orient γL from bottom to top and let γ1 be its sub-path
up to its �rst intersection with L3. Write a for the starting point of γL and B for the
segment of Z×{0} between a and (3δn,0). Let σ be the re�ection with respect to the line
of faces touching L3 on the left (σ thus preserves parity); de�ne γ′1 = σ(γ1) and B′ = σ(B).
Set D′ to be the simply connected domain bounded by B, B′, γ′1 and γ1; let D

′′ =D′ ∪D;
see Figure 8 for an illustration.

Let χ ∨ {ck, ck − 1} be as above and write χ′′ for the lowest boundary conditions on
∂D′′ which are identical to χ ∨ {ck, ck − 1} on ∂D′′ ∩ ∂D and {ck, ck − 1} on the right or
left of D. Applying (CBC) and (2.2) we �nd,

PχD[I0
h≥(1−c)k
←ÐÐÐÐ→ Ĩ0] ≤ Pχ∨{ck,ck−1}

D [I0
h≥(1−c)k
←ÐÐÐÐ→ Ĩ0] ≤ Pχ

′′

D′′[I0
h≥(1−c)k−2
←ÐÐÐÐÐ→ Ĩ0].

As stated in Remark 3.2, the event I0
h≥(1−c)k−2
←ÐÐÐÐÐ→ Ĩ0 is incompatible with the event

γ1
h≤(1−c)k−3 in D′′

←ÐÐÐÐÐÐÐÐÐ→ B′, so

Pχ
′′

D′′[I0
h≥(1−c)k−2
←ÐÐÐÐÐ→ Ĩ0] ≤ 1 − Pχ

′′

D′′[γ1
h≤(1−c)k−3
←ÐÐÐÐÐ→ B′].

11This threshold ensures that the maximal boundary value ⌊(1 − c)k⌋ − 3 − (⌊ck⌋ − 1) of the boundary
condition ⌊(1 − c)k⌋ − 3 − χ′ has larger modulus than the minimal one, namely ⌊(1 − c)k⌋ − 3 − k.
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Figure 8: The dashed lines represent boundary conditions ck, ck − 1, while the thick ones
are boundary conditions k, k − 1 (up to interpolations at the ends of the intervals). The
segments at the bottom and top have length δn. Left: the domain D formed of faces
contained between γL and γR. Middle: the domain D is extended into D′′ by pushing
away the (small) boundary conditions ck, ck−1. The probability of existence of a crossing
from I0 to Ĩ0 of large height increases. Right: the domain D′′ is shrunk to D′ by pulling
closer the (large) boundary conditions k, k − 1. The probability of existence of a crossing
from γ1 to B′ of low height decreases.

Next, write χ′ for the largest boundary conditions on ∂D′ which is smaller or equal to
k and equal to χ′′ on ∂D′ ∩ ∂D′′. Applying (2.2) to −h, we get

Pχ
′′

D′′[γ1
h≤(1−c)k−3
←ÐÐÐÐÐ→ B′] ≥ Pχ

′

D′[γ1
h≤(1−c)k−5
←ÐÐÐÐÐ→ B′].

Observe that, by construction, D′ is invariant under σ. Furthermore, γ1 and B′ are
contained in ∂D′ ∩∂D′′, and therefore χ′ = χ′′ ∈ {ck, ck − 1} on γ1 ∪B′. Apply Lemma 3.3
to the boundary condition ⌊(1 − c)k⌋ − 5 − χ′ to �nd that

Pχ
′

D′[γL
h≤(1−c)k−5 in D′

←ÐÐÐÐÐÐÐÐ→ B′] ≥ 1
2 ,

for k ≥ 44 12. The four equations displayed above imply (3.8). ◻

3.4 Long crossings in a strip

In our proof of Theorem 3.1, the intermediate result below refers to crossings of long
rectangles in a strip. We remind the reader that we still omit the integer roundings
in ⌊δn⌋.

Proposition 3.6 There exist constants δ, c,C > 0 such that the following holds. For any
k ≥ 1/c, any n, and any ρ ≥ 1,

P0,1
Z×[−n,2n][{0} × [−n,2n]

h≥ck in Z × [0, n]
←ÐÐÐÐÐÐÐÐ→ {ρδn} × [−n,2n]]

≥ (cP0,1
Z×[−n,2n][[0, δn] × {0}

h≥k in Z × [0, n]
←ÐÐÐÐÐÐÐÐ→ Z × {n}])Cρ. (3.9)

12This lower bound on k ensures that ⌊(1−c)k⌋−5−(⌊ck⌋−1) has larger modulus than ⌊(1−c)k⌋−5−k.

22



Let us prepare for the proof of Proposition 3.6 by �xing δ > 0 such that Proposition 3.4
applies for 3δ, and the constant c0 > 0 appearing soon, which is given by the same propo-
sition so that (3.12) below holds. For notation, as in the proof of Proposition 3.4, we
denote

Ij ∶= [jδn, (j + 1)δn] × {0} and Ĩj ∶= [jδn, (j + 1)δn] × {n}.

Moreover, let Bh≥`(j) denote the �bridging� between Ij−1 and Ij+1 in Z × [0, n]:

Bh≥`(j) ∶= {Ij−1
h≥` in Z × [0, n]
←ÐÐÐÐÐÐÐ→ Ij+1},

and de�ne B∣h∣≥`(j) analogously. The following lemma is the key step in the proof of
Proposition 3.6.

Lemma 3.7 With the notation above,

P0,1
Z×[−n,2n][Bh≥c0k(0)] ≥

c0
8
(P0,1

Z×[−n,2n][I0
h≥k in Z × [0, n]
←ÐÐÐÐÐÐÐÐ→ Ĩ0])

2
. (3.10)

The idea behind the proof of this lemma is simple: condition on the left- and right-most
crossings of height greater than k from I−1 to Ĩ−1 and from I1 to Ĩ1, respectively, then use
Proposition 3.4 to connect these two paths by a path of height at least ck. However, there
are problems arising when pushing away boundary conditions; to overcome these we will
need to use the FKG property for the absolute value of the height function (FKG-|h|).

Proof We start by transferring the question to crossings in the absolute value of the
height function. First, by the comparison between boundary conditions for h, we have

P0,1
Z×[−n,2n][Bh≥c0k(0)] ≥

1
2P

0,1
Z×[−n,2n][B∣h∣≥c0k(0)].

Now, if we de�ne

T ∶= {I−1
∣h∣≥k in Z × [0, n]
←ÐÐÐÐÐÐÐÐ→ Ĩ−1} ∩ {I1

∣h∣≥k in Z × [0, n]
←ÐÐÐÐÐÐÐÐ→ Ĩ1},

we have, due to the inclusion of events and the FKG inequality

P0,1
Z×[−n,2n][T ] ≥ (P0,1

Z×[−n,2n][I0
h≥k in Z × [0, n]
←ÐÐÐÐÐÐÐ→ Ĩ0])

2
.

It thus su�ces to prove

P0,1
Z×[−n,2n][B∣h∣≥c0k(0) ∣ T ] ≥ c0/4. (3.11)

When T occurs, write γL for the left-most path in Z × [0, n] with ∣h∣ ≥ k connecting
I−1 to Ĩ−1. Similarly, let γR be the right-most path in Z × [0, n] with ∣h∣ ≥ k connecting
I1 to Ĩ1. (By �nite energy, such paths exist almost surely.) Write D for the discrete
sub-domain Z × [0, n] of faces between or on the paths γL and γR. (See Figure 9 for an
illustration.) Notice that γL and γR are measurable in terms of the absolute value of
the height function on Dout = (Z × [−n,2n] ∖D) ∪ ∂D. Equip D with the structure of a
quad with γL and γR being two sides and the remaining two contained in Z × [0,1] and
Z×[n−1, n], respectively, and denote as earlier V(D) and H(D) for vertical and horizontal
crossing events, respectively.
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Ĩ−1 Ĩ0 Ĩ1
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0, 1

D

Figure 9: An illustration for the proof of Lemma 3.7. The red paths γL and γR have ∣h∣ ≥ k
and are measurable in terms of the value of ∣h∣ on them and on the faces to their left and
right, respectively.

By inclusion of events, the (CBC-|h|) inequality, and inclusion again, we have

P0,1
Z×[−n,2n][B∣h∣≥c0k(0) ∣ ∣h∣ on D

out] ≥ P0,1
Z×[−n,2n][H∣h∣≥c0k(D) ∣ ∣h∣ on Dout]

≥ P0,1
Z×[−n,2n][H∣h∣≥c0k(D) ∣ ∣h∣ = ζ on Dout]

≥ P0,1
Z×[−n,2n][Hh≥c0k(D) ∣ ∣h∣ = ζ on Dout],

where ζ ≥ 0 is the minimal con�guration on Dc which is equal to k and k+1 on γL and γR.
Now, it holds true that conditionally on the fact that ∣h∣ = ζ on Dout, there is a

probability at least 1/4 that h is equal to k and k + 1 on both γL and γR
13. In that case,

the boundary condition for h on ∂D, induced by ∣h∣ = ζ, dominates the minimal boundary
condition ξ on ∂D with ξ ≥ −1 and which is equal to k and k + 1 on γL and γR. Thus,

P0,1
Z×[−n,2n][Hh≥c0k(D) ∣ ∣h∣ = ζ on Dout] ≥ 1

4P
ξ
D[Hh≥c0k(D)]

= 1
4P

k−ξ
D [Hh≤(1−c0)k(D)]

≥ 1
4
(1 − Pk−ξD [Vh≥(1−c0)k(D)]),

where the last line is due to Remark 3.2.
Notice now that the boundary conditions k − ξ are bounded above by k + 1 and are

equal to 0 and −1 on γR and γL. Using boundary pushing (Proposition 2.6), we may now

compare to Pξ
′

Z×[0,n] where ξ′ is the largest boundary condition smaller than k + 1 and

which is equal to 0 and 1 on (Z ∖ [−δn,2δn]) × {0, n}. We obtain

Pk−ξD [Vh≥(1−c0)k(D)] ≤ Pξ
′

Z×[0,n][Vh≥(1−c0)k(D)]

≤ Pξ
′

Z×[0,n][[−δn,2δn] × {0}
h≥(1−c0)k←ÐÐÐÐ→ [−δn,2δn] × {n}],

13This follows from the observation in Section A.1.2 that given the absolute value, the signs of a height
function are given by a (ferromagnetic) Ising model. The positive association of the Ising model and the
positive boundary signs in P0,1

Z×[−n,2n] thus make two plus signs the most probable one out of the four
possible sign combination on the curves γL and γR.
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where the latter inequality used the fact that the bottom and top boundary segments of the
quad D are contained in the intervals [−δn,2δn] × {0} and [−δn,2δn] × {n}, respectively.

Finally, Proposition 3.4 proves that

Pξ
′

Z×[0,n][[−δn,2δn] × {0}
h≥(1−c0)k←ÐÐÐÐ→ [−δn,2δn] × {n}] ≤ 1 − c0 (3.12)

(as such, with the boundary conditions ξ′, Proposition 3.4 addresses crossings of h ≥
(1 − c0)(k + 1) but the choice of c0 allows us to ignore this di�erence).

The four previously displayed inequalities yield for any Dout

P0,1
Z×[−n,2n][B∣h∣≥c0k ∣ ∣h∣ on D

out] ≥ 1
4c0.

This �nishes the proof of (3.11) and the entire lemma. ◻

Proof of Proposition 3.6 It su�ces to give the proof when ρ is an integer. When
the events Bh≥c0k(j) with 0 ≤ j < ρ occur, they induce the existence of a path from
{0} × [−n,2n] to {ρδn} × [−n,2n] of height at least c0k. Moreover, this path is contained
in the central strip Z × [0, n]. Due to the FKG inequality, the invariance of P0,1

Z×[−n,2n]
under horizontal translations and Lemma 3.7, we �nd

P0,1
Z×[−n,2n][{0} × [−n,2n]

h≥c0k in Z × [0, n]
←ÐÐÐÐÐÐÐÐÐ→ {ρδn} × [−n,2n]]

≥ P0,1
Z×[−n,2n][Bh≥c0k(j)]

ρ

≥ [ c08 P
0,1
Z×[−n,2n][I0

h≥k in Z × [0, n]
←ÐÐÐÐÐÐÐ→ Ĩ0]

2]
ρ
. (3.13)

We now claim that

P0,1
Z×[−n,2n][I0

h≥k in Z × [0, n]
←ÐÐÐÐÐÐÐ→ Ĩ0] ≥ (1

3P
0,1
Z×[−n,2n][I0

h≥k in Z × [0, n]
←ÐÐÐÐÐÐÐ→ Z × {n}])

2
, (3.14)

which together with (3.13) completes the proof. To prove (3.14), observe that if the event
on the right-hand side occurs, then I0 is either connected by h ≥ k to either to Ĩ0, to
(−∞,0] × {n} or to [δn,∞) × {n}. It follows that at least one of these connections has

probability 1
3P

0,1
Z×[−n,2n][I0

h≥k in Z × [0, n]
←ÐÐÐÐÐÐÐ→ Z × {n}]; if it is the connection to Ĩ0, (3.14)

follows immediately, so assume next that it is the connection to [δn,∞) × {n} (the third
case is symmetric).

Now, if I0 is connected to [δn,∞) × {n} and Ĩ0 to [δn,∞) × {0} by paths of height at
least k simultaneously, then I0 and Ĩ0 are connected to each other by such paths. Thus,
using the vertical symmetry and the FKG inequality,

P0,1
Z×[−n,2n][I0

h≥k in Z × [0, n]
←ÐÐÐÐÐÐÐ→ Ĩ0] ≥ P0,1

Z×[−n,2n][I0
h≥k in Z × [0, n]
←ÐÐÐÐÐÐÐ→ [δn,∞) × {n}]2

,

and (3.14) follows from the assumption of the previous paragraph. ◻

3.5 From strip to annulus

In this section we conclude the proof of Theorem 3.1. The fairly classic argument consists
in combining di�erent crossings in rectangles and using the proper comparison between
boundary conditions.
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R

h ≥ ck
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0, 1

0, 1

Figure 10: The last step in the proof of Theorem 3.1 is, roughly speaking, based on the
Bayes formula for the events of the horizontal crossing Hh≥ck(R) and the two vertical
crossings Vh≤`+2(SL) ∩ Vh≤`+2(SR).

Proof of Theorem 3.1 Write Hh≥`(R) for the event that the rectangle R ∶= [0,18n]×
[−n,2n] contains a horizontal crossing of height at least `, that is a path of h ≥ ` from
{0} × [−n,2n] to {18n} × [−n,2n]. By Proposition 3.6, we may �x constants c,C, δ such
that

P0,1
Z×[−n,2n][Hh≥ck(R)] ≥ cP0,1

Z×[−n,2n][[0, δn] × {0}
h≥k in Z × [0, n]
←ÐÐÐÐÐÐÐ→ Z × {n}]C .

Let SL = [−3n,0] × [−n,2n] and SR = [18n,21n] × [−n,2n] be the two squares to the left
and right of R, respectively. Write Vh≤`(SL) for the event that there exists a path from
the top [−3n,0] × {2n} to the bottom [−3n,0] × {−n} of SL formed of faces with height
at most `. The same notation applies to SR. See Figure 10.

When Hh≥ck(R) occurs, let Γ be the lowest path connecting the left and right sides of
R which is of height greater or equal to ck. Notice that Γ may be explored by revealing
a random set of faces F ⊂ R, all of whose heights are at most ck + 1 (here and below, we
omit integer roundings of ⌈ck⌉ and treat ck as an integer). Denote also ` = ⌈(ck + 1)/2⌉.
We have for any possible realisation γ of Γ, using (2.2) for −h,

P0,1
Z×[−n,2n][Vh≤`+2(SL) ∩ Vh≤`+2(SR)∣Γ = γ] ≥ PξLSL[Vh≤`(SL)]P

ξR
SR

[Vh≤`(SR)],

where ξL and ξR are the largest boundary conditions on ∂SL and ∂SR, respectively, that
are everywhere at most ck+1 and equal to 0 and 1 on Z×{−n,3n}. Now, due to Lemma 3.3,
each of the probabilities of the right-hand side above is at least 1/2. In conclusion,

P0,1
Z×[−n,2n][Hh≥ck(R) ∣Vh≤`+2(SL) ∩ Vh≤`+2(SR)]

≥ P0,1
Z×[−n,2n][Hh≥ck(R) ∩ Vh≤`+2(SL) ∩ Vh≤`+2(SR)]

≥ c
4P

0,1
Z×[−n,2n][[0, δn] × {0}

h≥k in Z × [0, n]
←ÐÐÐÐÐÐÐ→ Z × {n}]C .

When Vh≤`+2(SL)∩Vh≤`+2(SR) occurs, consider the discrete domain D on and between
the vertical crossings of height at most `+2 that are left-most in SL and right-most in SR,
respectively. By the spatial Markov property, the conditional measure on the left-hand
side above can be seen as a convex combination of measures on such domains D, with
boundary conditions which are at most ` + 2. By the previous display and the (CBC)
inequality, we conclude the existence of such a domain D0 with [0,18n] × [−n,2n] ⊂D0 ⊂
[−3n,21n] × [−n,2n] such that

P`+1,`+2
D0

[Hh≥ck(R)] ≥ c
4P

0,1
Z×[−n,2n][[0, δn] × {0}

h≥k in Z × [0, n]
←ÐÐÐÐÐÐÐ→ Z × {n}]C . (3.15)
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Finally, consider the rectangle RN = [−9n,9n]× [6n,9n] and its rotations RW , RS and
RE around the origin by π

2 , π and 3π
2 , respectively. Note that RN is a translate of the

rectangle R considered above. By (2.2), we deduce that

P0,1
Λ12n

[Hh≥ck−`−3(RN)] ≥ 1
2P

0,1
D0

[Hh≥ck−`−1(R)] = 1
2P

`+1,`+2
D0

[Hh≥ck(R)].

By rotational invariance, the same lower bound holds for probabilities of crossing RW ,
RS and RE in the �long� direction. If all these crossing events occur simultaneously, then
Λ9n∖Λ6n contains a circuit of height at least ck−`−3 ≥ ck/2−6, and thusOh≥ck/2−6(6n,12n)
occurs. Applying the FKG inequality, we �nd

P0,1
Λ12n

[Oh≥ck/2−6(6n,12n)] ≥ ( c
8
)4 P0,1

Z×[−n,2n][[0, δn] × {0}
h≥k in Z × [0, n]
←ÐÐÐÐÐÐÐ→ Z × {n}]4C

.

The above implies (3.1) after adjustment of the constants c,C. ◻

4 From free energy to circuit probability estimate

In this section, let N be even and let P(0)
ON,M denote the six-vertex measure on the cylinder

graph ON,M conditioned on the event that each row of N faces around ON,M is crossed by

as many up arrows as down arrows. Under P(0)
ON,M , each six-vertex con�guration de�nes

a height function on the cylindrical dual graph which is unique up to additive constant.
When describing events in terms of height function, we will mean that the associated
equivalence class of height functions contains a representative having the property of
interest.

4.1 A probabilistic interpretation of free energy increments

For k,n ≥ 1 and a set S = {s0, . . . , s2n−1} of 2n faces on the bottom of ON,M (indexed from
left to right), let A(S,n, k) be the event that for each 0 ≤ i < 2n, there exists a vertical
×-crossing of the cylinder, starting at si, and on which h = 0 if i is even, and h = k if i is
odd. The core of this section is the proof of the following result (recall the de�nition of
the free energy fc from Theorem 1.6).

Proposition 4.1 For every α ∈ (0,1/2) and k ≥ 1, for n = ⌊⌈αN⌉/k⌋ we have

lim inf
N→∞

lim inf
M→∞

1
NM log max

S
P(0)
ON,M [A(S,n, k)] ≥ fc(α) − fc(0),

where the maximum is over sets S of 2n faces on the bottom of ON,M .

Relating the probability of the events A(S,n, k) to fc will be done in two steps. We
start by relating the free energy to the probability of the event B(L) that h contains two
vertical ×-crossings of h = 0 and h = L respectively.

Lemma 4.2 For every α ∈ (0,1/2), we have

lim inf
N→∞

lim inf
M→∞

1
NM logP(0)

N,M [B(⌈αN⌉)] ≥ fc(α) − fc(0).
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Figure 11: A deterministic map from local 6-vertex con�guration to oriented loops and
paths. Vertices of types 5 and 6 could be split into non-crossing paths in two ways, but
we always choose the left-turning splitting.

Proof In what follows, set L = ⌈αN⌉. The strategy of the proof is to construct a map

T ∶ Ω(2L)
6V (ON,M)Ð→ Ω

(0)
6V (ON,M) ∩ B(L)

such that
(i) for any ω ∈ Ω

(2L)
6V (ON,M), we have W6V(T(ω)) ≥ c−2M/αW6V(ω),

(ii) for any ω′ ∈ Ω
(0)
6V (ON,M) ∩ B(L), the number of preimages ∣T−1({ω′})∣ is bounded

by N222M/α.
Assuming for a moment that such a map T is constructed and using the de�nition of the
free energy fc in Theorem 1.6, we �nd

∑
ω′∈B(L)

W6V(ω′)
(ii)
≥ ∑
ω∈Ω(2L)

6V (ON,M )

W6V(T(ω))
N222M/α

(i)
≥
Z

(2L)
N,Mc−2M/α

N222M/α = exp[fc(α)MN(1 + o(1))],

where o(1) denotes a quantity tending to 0 as M and then N tend to in�nity. The claim
thus follows by using the de�nition of the free energy again to give

Z
(0)
N,M = exp[fc(0)MN(1 + o(1))].

We therefore turn to the construction ofT (see Figures 11�12). Consider ω ∈ Ω
(2L)
6V (ON,M).

De�ne the associated con�gurationÐ→ω of fully-packed, noncrossing oriented loops and paths
on ON,M , the paths starting and ending at the bottom or top of the cylinder: Ð→ω is ob-
tained from ω by splitting the arrows at each vertex into noncrossing loop/path segments.
This splitting done so thatÐ→ω is a deterministic function of ω (there is only one noncrossing
way to split type 1�4 vertices, while for type 5�6 vertices that could be split into two left
or two right-turns, we �x an arbitrary rule, say for de�niteness the left-turning splitting
depicted in Figure 11). Note that Ð→ω must contain at least 2L paths between the bottom
and the top of the cylinder, and that among all such paths, there are exactly 2L more
that are oriented upward than downward.

Let γ1, . . . , γ2L be upward vertical crossing paths of Ð→ω (indexes running from left to
right) such that for 1 ≤ i ≤ 2L − 1, the connected component of ON,M ∖ (γi ∪ γi+1) to the
right of γi has an equal number of up and down vertical directed paths of Ð→ω . It is not hard
to check that such crossings γ1, . . . , γ2L exist. Such a family of paths γ1, . . . , γ2L may not
be unique, so in order for T to be well-de�ned, we again �x some arbitrary deterministic
way to choose them.

The six-vertex con�gurations on ON,M have ≤ 2NM oriented edges and γ1, . . . , γ2L are
edge-disjoint, so for some 1 ≤ i ≤ L, we must have

length(γi) + length(γL+i) ≤ 2MN/L ≤ 2M/α.
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T

γ1 γi∗
γL+i∗. . . . . . γ1 γi∗

γL+i∗. . . . . .

Figure 12: The construction of T by reversing the orientation of all the loops and paths
(and hence the arrows of 6-vertex con�guration) that are between the paths γi∗ and γL+i∗

(grey region) or on the former.

Let i∗ be the integer i minimizing the left-hand side above. We �nally de�ne T(ω) to be
the six-vertex con�guration obtained by reversing the arrows of ω that are either on the
path γi∗ or in the connected component C of ON,M ∖ (γi∗ ∪ γL+i∗) to the right of γi∗

14.

We now verify that T sends any con�guration in Ω
(2L)
6V (ON,M) to Ω

(0)
6V (ON,M)∩B(L),

and that it has the desired properties (i) and (ii):

� T(ω) ∈ Ω
(0)
6V (ON,M) ∩ B(L): look at the directed loops and paths of Ð→ω , after the

reversal performed by T. Among the paths between the top and bottom of ON,M ,
on ON,M ∖ (C ∪ γi∗) there are L more upward than downward paths, and on (C ∪
γi∗) there are L more downward than upward paths. It follows that T(ω) has as

many upward as downward paths, so T(ω) ∈ Ω
(0)
6V (ON,M). The re�nement T(ω) ∈

Ω
(0)
6V (ON,M)∩B(L) follows from the same argument, as the directed loops and paths

are level lines of the height function of T(ω), and vertical ×-paths of constant height
are formed by the faces on both sides of each path γ1, . . . , γ2L.

� Property (i): when changing from ω to T(ω), only the vertices on the paths γi∗ and
γL+i∗ may change weight. There are at most 2M/α such vertices, each changing the
six-vertex weight by a factor at most c.

� Property (ii): if ω′ = T(ω) and we know γi∗ and γL+i∗ , we can reconstruct ω.
Regardless of ω′, there are at most N22M/α possible pairs of paths (γi∗ , γL+i∗): at
most N2 pairs of �rst edges, and at most 22M/α ways to choose the next at most
2M/α edges of γi∗ and γL+i∗ (the paths turn at every vertex).

This �nishes the proof. ◻

We now turn to the proof of Proposition 4.1.

Proof of Proposition 4.1 Fix a root face ρ on the bottom of ON,M and, for integers
j ≥ 0 and n, k ≥ 1, let Aj(n, k) be the event that there are 2j + 2 vertical ×-crossings of
the cylinder (γi,−j ≤ i ≤ j) and γ′, around the cylinder in this order and such that

� γ0 starts from ρ,

14This can be seen as reversing some loops and paths of Ð→ω , which directly implies that T(ω) indeed
satis�es the ice rule.

29



� the height h on γi is 0 if ∣i∣ ≤ j is even, and k if ∣i∣ ≤ j is odd,
� the height h on γ′ is (n − j)k if j is even and −(n − j − 1)k if j is odd.

We start by proving that for 0 ≤ j ≤ n − 2,

P(0)
ON,M [Aj(n, k)] ≤ P(0)

ON,M [Aj+1(n, k)]. (4.1)

In order to see this, �x 0 ≤ j ≤ n − 2; let us assume for de�niteness that j is even (the
case of odd j can be treated in a similar fashion). For h ∈ Aj(n, k) or h ∈ Aj+1(n, k),
suppose (as the choice of the vertical ×-crossings inducing this event may not be unique)
in the following that for i > 0 (resp. i < 0) γi is taken to be the left-most (resp. right-most)
appropriate ×-crossings of h = 0 or h = k from the root ρ. Observe that the crossings γj+1

and γ−j−1 thus de�ned exist even for h ∈ Aj(n, k) due to the existence of the crossing γ′ on
which h ≥ 2k. Let X(h) be the portion of the cylinder on or right of γ−j−1 and on or left of
γj+1 and X be the set of possible values of (X(ω), h∣X(ω)) for ω such that γ−j−1, . . . , γj+1

exist. We can write

P(0)
ON,M [Aj(n, k)] = ∑

(X,ξ)∈X
P(0)
ON,M [V×h≥(n−j)k(Y ) ∣ h∣X = ξ]P(0)

ON,M [h∣X = ξ],

P(0)
ON,M [Aj+1(n, k)] = ∑

(X,ξ)∈X
P(0)
ON,M [V×h≤−(n−(j+1)−1)k(Y ) ∣ h∣X = ξ]P(0)

ON,M [h∣X = ξ],

where the notation V×(Y ) denotes the occurrence of a vertical ×-crossing of the discrete
domain Y formed of faces that are in or share a corner with a face in ON,M ∖X. Observe

that by the spatial Markov property, h∣Y under P(0)
ON,M [⋅ ∣ h∣X = ξ] has the law PB,{k−1,k}

Y ,

where the superscript denotes the boundary condition {k−1, k} on the union B of the left
and right sides of Y . From this observation, the comparison between boundary conditions
and the invariance of the height function distribution between h and 2k − h, we deduce
that

P(0)
ON,M [V×h≥(n−j)k(Y )∣h∣X = ξ] = PB,{k−1,k}

Y [V×h≥(n−j)k(Y )]

≤ PB,{k+1,k}
Y [V×h≥(n−j)k(Y )]

= PB,{k−1,k}
Y [V×h≤−(n−(j+1)−1)k(Y )]

= P(0)
ON,M [V×h≤−(n−(j+1)−1)k(Y )∣h∣X = ξ],

from which (4.1) follows.
We now conclude the proof of the proposition. Set n = ⌊⌈αN⌉/k⌋, ρ = s0 and observe

that B(⌈αN⌉) ⊂ B(nk). By the rotational symmetry of the measure around the cylinder,
we �nd that

1
N P(0)

ON,M [B(nk)] ≤ P(0)
ON,M [A0(n, k)].

Using �rst this observation, then (4.1) iteratively n − 1 times, and then the fact that
An−1(n, k) is contained in the union of the A(S,n, k) over S, where S can be chosen in
(N

2n
) ≤ 2N ways, we �nd

1
N P(0)

ON,M [B(⌈αN⌉)] ≤ P(0)
ON,M [A0(n, k)] ≤ P(0)

ON,M [An−1(n, k)] ≤ 2N max
S

P(0)
ON,M [A(S,n, k)].

The claim now follows from Lemma 4.2. ◻
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4.2 Proof of Theorem 1.7

Parameters and their relations We �x the following parameters for the rest of this
subsection.
(i) Let δ > 0 be an absolute constant so that both Proposition 3.4 and Theorem 3.1

hold15 for this value of δ. Set η = δ/12 and let c0 > 0 be the absolute constant given
by Proposition 3.4 in (4.7) below.

(ii) Fix integers k and r with k large and r > 2k/η; they correspond to those appearing
in Theorem 1.7.

(iii) Introduce the additional parameters N,M ∈ N, with N even. We will ultimately
take M and N to in�nity (in this order). Given k and r, we will only work with
pairs N,M and their subsequential limits such that

n ∶= N
ηr and m ∶= M

r , (4.2)

are integers16 and m is divisible by 3. Finally, we set α = k
ηr so that the relation

⌊⌈αN⌉/k⌋ = n of Proposition 4.1 holds (note also that α ∈ (0,1/2) as required).
In spite of this hierarchy, we will treat below k and r as �any integers�, re-stating separately
any assumptions on them. In particular, this will clarify the fact that when k > k0 is chosen
large enough, the lower bound k0 only depends on parameters that are absolute constants.

The setup for the proof Let S = {s0, . . . , s2n−1} be the set of faces, as in Proposi-

tion 4.1, that maximizes the probability P(0)
ON,M [A(S,n, k)]. Let X be the union of the

clusters of h ≤ 1 of s0, s2, . . . , s2n−2 and their bounding ×-paths of h = 2. Since

P(0)
ON,M [A(S,n, k)] =∑

X

P(0)
ON,M [A(S,n, k) ∣X =X]P(0)

ON,M [X =X],

one may �nd a realisation X of X such that

P(0)
ON,M [A(S,n, k) ∣X =X] ≥ P(0)

ON,M [A(S,n, k)]. (4.3)

Fix X to be such a realisation.
Now, X is such that it does not exclude A(S,n, k). In particular, ON,M ∖X contains n

regions Ṽ1, . . . , Ṽn (containing the faces s1, s3, . . . s2n−1, respectively) and A(S,n, k) means
that each of them contains a vertical ×-crossing of ON,M of height at least k. Write Vi
for the discrete domain formed of faces of ON,M in Ṽi or sharing a corner with a face in
Ṽi. Note that Vi has a natural quad structure, with top and bottom sides on the top and
bottom of ON,M and left and right sides given by the faces of X ∩Vi with height in {1,2};
denote the latter two paths by γiL and γiR, respectively, and orient them from bottom to
top. See Figure 13.

For 1 ≤ y ≤ m let Slicey be the translate by (0, (y − 1)r) of ON,r, seen as a subset of
ON,M . These horizontal slices form a partition of ON,M . We next will construct several
sub-domains of Vx de�ned in terms of its intersection with certain slices.

Notice that Vx∩Slicey may be formed of several domains (i.e. connected components).
Call a domain of Vx ∩ Slicey that intersects both the top and bottom of Slicey a valid
domain. The boundary of any valid domain is formed of segments from the top and
bottom of Slicey and sub-paths of γxL and γxR. Among the latter, there exists exactly two

15The inequalities in Proposition 3.4 and Theorem 3.1 both trivially remain true if we adjust δ smaller,
so there exists such δ that both hold.

16By the previous footnote, we may assume δ/12 = η ∈ Q.
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s0 s1 s2 s3
s5s2n−1 s4

h ≤ 1h ≤ 1

h ≤ 1

V1 V2 V3Vn

γ1L
γ1R

γ2L γ2R

γ3LγnR

Figure 13: An illustration of the setup of the proof of Theorem 1.7.

sub-paths with one endpoint on the bottom of Slicey and one on the top of Slicey. These
two sub-paths bound the domain on the left and on the right; we will call then the left and
right boundary of the domain. Generally the left and right boundary of a valid domain
may be both part of the same path γLx or γRx , or may be one part of γLx and the other part
of γRx . In the latter case, we call the valid domain traversing.

Several geometric observations follow. First, any Vx ∩ Slicey contains at least one
traversing domain. Second, any path running inside Vx from the bottom to the top of
ON,M intersects all traversing domains. Finally, the traversing domains of Vx ∩Slicey may
be naturally ordered from bottom to top, with one traversing domain being considered
below another, if the former may be connected to the bottom of ON,M by a path inside
Vx which avoids the latter.

Fix y ≡ 2 mod 3. Then Slicey−1 ∪ Slicey ∪ Slicey+1 also forms a slice of ON,M , and
the denominations above apply to Vx⋂(Slicey−1 ∪ Slicey ∪ Slicey+1). Let Ux,y denote the
bottom-most traversing domain of Vx⋂(Slicey−1∪Slicey ∪Slicey+1); write ϑx,yL and ϑx,yR for
its left and right boundary, respectively. One may observe that, due to Ux,y being bottom-
most, ϑx,yL is contained in γxL and ϑx,yR is contained in γxL. Write Ux,y for the domain of

(Slicey−1 ∪ Slicey ∪ Slicey+1) contained between ϑx,yL and ϑx,yR , so that Ux,y ⊂ Ux,y. See
Figure 14 (left).

For y ≡ 0 or 1 mod 3, de�ne Qx,y as the union of valid domains of Ux,y∩Slicey. Also, let
γx,yL (resp. γx,yR ) be the unique sub-path of ϑx,yL (resp. ϑx,yR ) between the top and bottom of
Slicey � the uniqueness comes from the fact that, when y ≡ 0 mod 3, ϑx,yL and ϑx,yR intersect
the top of Slicey exactly once, while when y ≡ 1 mod 3, they intersect the bottom of Slicey
exactly once. Then, Qx,y is contained between γx,yL and γx,yR ; see Figure 14 (right).

For y ≡ 2 mod 3, de�ned Qx,y as the bottom-most traversing domain of Vx ∩ Slicey
which is contained in Ux,y (as above, it may be observed that Ux,y contains at least one
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γx,y−1R

Qx,y

γx,yL

γx,yR

Figure 14: Left: Vx⋂(Slicey−1∪Slicey∪Slicey+1) may consist of several domains; Ux,y is the
bottom-most traversing one. The curves ϑx,yL and ϑx,yR are highlighted by doubled lines.
Right: Ux,y⋂Slicey−1 may consist of several domains; those that cross the slice vertically
form Qx,y−1. For the middle slice, Qx,y is de�ned in the same way as Ux,y. It is separated
inside Vx from the bottom and top of the cylinder by Qx,y−1 and Qx,y+1, respectively. The

curves γx,y−1
L , γx,y−1

R , γx,yL and γx,yR are highlighted.

traversing domain of Vx ∩ Slicey). Write γx,yL and γx,yR for the left and right boundary of
Qx,y, respectively. Note that γ

x,y
L is not necessarily contained in ϑx,yL or ϑx,yR � see Figure 14

(right) for an example. A key feature of this construction is that any path contained in
Vx, linking Qx,y to the bottom of Slicey−1 or the top of Slicey+1, necessarily contains a
vertical crossing of Qx,y−1 or Qx,y+1, respectively.

For all x, y, set Qx,y to be the domain of Slicey contained between γx,yL and γx,yR . Thus

Qx,y ⊂ Qx,y and the latter has a natural quad structure, with two arcs formed by γx,yL
and γx,yR and the two others formed by parts of the top and bottom of Slicey, respectively.

Denote the top and bottom boundary arcs of Qx,y by Topx,y and Bottomx,y, respectively.

We call Qx,y tight if Topx,y and Bottomx,y each consist of at most ⌊δr⌋ faces (where δ > 0
is the absolute constant described above). Furthermore, for (x, y) with y ≡ 2 mod 3, we
say that (x, y) is good if Qx,y−1, Qx,y and Qx,y+1 are all tight.

Lemma 4.3 At least half of the pairs (x, y), with 1 ≤ x ≤ n and 1 ≤ y ≤ m and y ≡ 2
mod 3, are good.

Proof We will actually prove a slightly stronger claim: namely, at least half of the n
pairs (x, y), with �xed 1 ≤ y ≤m, y ≡ 2 mod 3, are good. Fix thus one such y for the rest
of the proof.

We �rst claim that the quads Ux,y with 1 ≤ x ≤ n are disjoint from each other.

Fix x ≠ x′. Note that the paths ϑx
′,y
L and ϑx

′,y
R do not intersect Vx, and in particular

not ϑx,yL , ϑx,yR ⊂ Vx. Furthermore, Ux,y ∩ Vx contains a horizontal path between ϑx,yL and

ϑx,yR ; it follows that each of ϑx
′,y
L and ϑx

′,y
R lies entirely outside of Ux,y. In particular,
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either Ux,y and Ux′,y are disjoint, or Ux,y ⊂ Ux′,y. Symmetry allows us to discard the
latter scenario, and we conclude that the quads Ux,y with 1 ≤ x ≤ n are disjoint.

Next, we claim that for any �xed y′ ∈ {y, y ± 1}, the quads Qx,y′ , with 1 ≤ x ≤ n are

also disjoint. (It is worth observing that that Qx,y′ is not necessarily contained in Ux,y
(see Figure 14, right diagram), so this is not immediate from the above.) For y′ = y, the
same proof as for Ux,y applies. For y′ = y ± 1, a slight alteration of the argument above

is necessary. Indeed, for x ≠ x′, since Ux,y ∩ Ux′,y = ∅, the paths γx
′,y′

L and γx
′,y′

R do not

intersect Ux,y, in particular not γx,y
′

L nor γx,y
′

R . But Qx,y′ ∩Ux,y contains a path from γx,y
′

L

to γx,y
′

R , namely its bottom or top, so both γx
′,y′

L and γx
′,y′

R are entirely outside of Qx,y′ .

Thus, either Qx,y′ and Qx′,y′ are disjoint, or Qx,y′ ⊂ Qx′,y′ , and the latter is again excluded
by symmetry.

From the above, we conclude that for any y′ ∈ {y, y±1}, the disjoint union of Bottomx,y′

for x = 1, . . . , n is contained in one row of N faces of ON,M . By the pigeon hole principle, at
least a proportion 11/12 of the quad bottoms (Bottomx,y′)1≤x≤n contain at most 12N/n =
12ηr = δr faces (using the relations of the various parameters). The same holds for the
tops of the quads (Qx,y′)1≤x≤n, and we conclude that out of the n quads (Qx,y′)1≤x≤n,
there are at most n/6 quads that are not tight. Finally, out of the n triplets of quads
(Qx,y−1,Qx,y,Qx,y+1), at least n/2 are formed exclusively of tight quads. ◻

Let now R be the �ridge event� that each Qx,y with y ≡ 2 mod 3 contains a ×-path of
h ≥ k between Topx,y and Bottomx,y. Then, we have A(S,n, k) ⊂R and

P(0)
ON,M [R ∣X =X] ≥ P(0)

ON,M [A(S,n, k)∣X =X]. (4.4)

Moreover, de�ne the �fencing event� F that for each (x, y) with y ≡ 2 mod 3 which is
good, Qx,y−1 and Qx,y+1 do not contain ×-paths of h ≥ (1−c0)k+1 (where c0 is the absolute
constant de�ned above) between the top and bottom of Slicey−1 and Slicey+1, respectively.
(Equivalently, by Remark 3.2, each component of Qx,y−1 and Qx,y+1 is crossed horizontally
by a path of h ≤ (1 − c0)k.)

The key lemmas The proof of Theorem 1.7 hinges on two lemmas which we now state
and prove.

Lemma 4.4 (Building fences) With the parameters and notations above, we have for
all r > 0 and all k > k0(c0) large enough

P(0)
ON,M [F ∣R and X =X] ≥ cnm0 .

Proof The occurrence of R may be determined by exploring, for each y with y ≡ 2
mod 3, the component of h ≤ k − 1 in Qx,y that contains γx,yL , and the ×-paths of h = k
bounding this component. Indeed, either the component of h ≤ k − 1 reaches γx,yR , hence
preventing any vertical ×-path of h ≥ k, or γx,yL and γx,yR are separated in Qx,y by a ×-path
of h = k, which due to the boundary conditions traverses from Topx,y to Bottomx,y. This
exploration only reveals faces in Qx,y with height at most k. Let Exp denote the random
pair of faces and heights explored in this procedure. Then

P(0)
ON,M [F ∣R and X =X] (4.5)

= ∑
(E,h

∣E)
P(0)
ON,M [F ∣Exp = (E,h∣E) and X =X]P(0)

ON,M [Exp = (E,h∣E) ∣R and X =X],
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Qx,y

Slicey

r

Topx,y

Bottomx,y

≤ δr

≤ δr

γx,yL

γx,yR

Figure 15: An illustration for the proof of Lemma 4.4. In every domain of Qx,y, exactly
two boundary segments in γxL∪γxR (in black) cross Slicey vertically; the left- and right-most
such crossings are γx,yL and γx,yR , respectively. The boundary condition ξ on Qx,y is {1,2}
on the black parts of ∂Qx,y, and their maximal extension which is smaller or equal to k on
the gray parts. The blue paths form a fence: they separate Topx,y from Bottomx,y inside
Qx,y and have h ≤ (1 − c0)k.

where the sum is over all possible realisations (E,h∣E) of Exp such that R occurs.
Fix some (E,h∣E) as above such that R occurs, and �x (x, y) with y /≡ 2 mod 3, such

that Qx,y is tight. Recall the �dual formulation� of F and denote

Fx,y` = {there is a left-to-right crossings of h ≤ ` in each component of Qx,y}

(the meaning of �left-to-right� is explained with Figure 15). Recall that E contains no
face in Qx,y. Due to (2.2) applied to −h, we now have

P(0)
ON,M [Fx,y(1−c0)k ∣Exp = (E,h∣E) and X =X] ≥ PξQx,y[F

x,y
(1−c0)k−2

], (4.6)

where ξ is the largest boundary conditions on ∂Qx,y that is at most k and takes values in
{1,2} on ∂Qx,y ∖ (Topx,y ∪Bottomx,y).

Now, going back to the �primal formulation� of F and using Remark 3.2, we have

PξQx,y[F
x,y
(1−c0)k−2

] ≥ 1 − PξQx,y[Bottomx,y
h≥(1−c0)k−2 in Qx,y←ÐÐÐÐÐÐÐÐÐÐ→ Topx,y];

here and the rest of this proof, we omit integer roundings in ⌊(1 − c0)k⌋. Then, by Corol-
lary 2.7 and then inclusion of events,

PξQx,y[Topx,y
h≥(1−c0)k−2 in Qx,y←ÐÐÐÐÐÐÐÐÐÐ→ Bottomx,y]

≤ Pξ
′

Z×[yr,(y+1)r][Topx,y
h≥(1−c0)k−4 in Qx,y←ÐÐÐÐÐÐÐÐÐÐ→ Bottomx,y]

≤ Pξ
′

Z×[yr,(y+1)r][Topx,y
h≥(1−c0)k−4
←ÐÐÐÐÐÐ→ Bottomx,y],
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where ξ′ is the boundary condition on ∂Z×[yr, (y+1)r] that takes values in {1,2} outside
of Topx,y and Bottomx,y, where it is given by the maximal extension smaller or equal to k.

Now, recall that Topx,y and Bottomx,y both contain at most ⌊δr⌋ faces. Proposition 3.4
(and our original choice of c0 and δ to match the below equation) guarantees 17 that

Pξ
′

Z×[yr,(y+1)r][Topx,y
h≥(1−c0)k−4
←ÐÐÐÐÐÐ→ Bottomx,y] ≤ 1 − c0. (4.7)

Tracing through the chain of inequalities that started from (4.6), we have

P(0)
ON,M [γx,yL

h≤(1−c0)k in Qx,y←ÐÐÐÐÐÐÐÐÐ→ γx,yR ∣Exp = (E,h∣E) and X =X] ≥ c0.

Finally, due to (SMP), (FKG) applies to the conditional measure P(0)
ON,M [⋅ ∣Exp =

(E,h∣E) and X = X]. As there are at most mn collections Qx,y needing to be crossed
in order for F to occur, we conclude that

P(0)
ON,M [F ∣Exp = (E,h∣E) and X =X] ≥ cmn0 .

The statement then follows from (4.5). ◻

Lemma 4.5 (Ridges given fences) With the parameters and notations above, we have
for all r > 0 and all k > k0(c0) large enough

P(0)
ON,M [R ∣F and X =X] ≤ (2P0,1

Z×[−r,2r][[0, δr] × {0}
h≥c0k−2 in Z × [0, r]
←ÐÐÐÐÐÐÐÐÐÐ→ Z × {r}])

mn
6
.

Proof When F occurs, for each good pair (x, y), let χx,yT be the collection of top-most
paths, in each connected component of Qx,y+1, of height at most (1− c0)k that disconnect
the bottom and top of Slicey+1. Similarly, let χx,yB be the bottom-most paths in Qx,y−1,
of height at most (1 − c0)k (here and for the rest of this proof, we again omit integer
roundings in ⌊(1−c0)k⌋). Write Dx,y the connected component of Qx,y in the union of the
faces of Ux,y contained on or between the curves of χx,yB and χx,yT .

Notice that the domains (Dx,y ∶ (x, y) good) are measurable in terms of the height
function outside of them and on their boundaries. Thus, conditionally on any realisation
of these domains and on a realisation ζ of the height function outside of them and on their
boundaries, the height functions inside the di�erent domains Dx,y are independent of each

other and follow laws PζDx,y .
The de�nition of Dx,y is such that the values of ζ on ∂Dx,y are at most (1 − c0)k

(when k > k0(c0) is large enough so that (1 − c0)k ≥ 2). By (CBC), each measure PζDx,y is

stochastically dominated by P(1−c0)k−1,(1−c0)k
Dx,y

. Thus, for any good (x, y), using (2.2) (and

Dx,y ⊂ Slicey−1 ∪ Slicey ∪ Slicey+1), we have

PζDx,y[Bottomx,y
h≥k in Qx,y←ÐÐÐÐÐ→× Topx,y] ≤ P(1−c0)k−1,(1−c0)k

Dxy
[Bottomxy

h≥k−1 in Qx,y←ÐÐÐÐÐÐÐ→ Topxy]

≤ P0,1
Dx,y

[Bottomx,y
h≥c0k in Qx,y←ÐÐÐÐÐÐ→ Topx,y]

≤ 2P0,1
Z×[(y−1)r,(y+2)r][Bottomxy

h≥c0k−2 in Qx,y←ÐÐÐÐÐÐÐÐ→ Topx,y]

≤ 2P0,1
Z×[−r,2r][[0, ⌊δr⌋] × {0}

h≥c0k−2 in Z × [0, r]
←ÐÐÐÐÐÐÐÐÐÐ→ Z × {r}].

17Strictly speaking, for the boundary condition ξ, Proposition 3.4 addresses crossings of h ≥ (1− c0)(k−
1) + 1 but the above holds by adjusting c0 suitably smaller and taking k > k0(c0) large enough.
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The last inequality follows from the fact that (x, y) is good, and therefore Qx,y is tight,
which is to say that Bottomx,y is shorter than δr.

Finally, since R imposes that Bottomx,y
h≥k←Ð→ Topx,y occurs in every domain Dx,y and

since there are at least mn/6 good pairs (x, y), using the independence of the measures
inside the domains Dx,y and the computation above, we �nd that

P(0)
ON,M [R ∣F and X =X] ≤ (2P0,1

Z×[−r,2r][[0, ⌊δr⌋] × {0}
h≥c0k−2 in Z × [0, r]
←ÐÐÐÐÐÐÐÐÐÐ→ Z × {r}])

mn
6
,

as required. ◻

Proof of Theorem 1.7 In this proof we require that k > k0(c0, c1) is large enough so
that Lemmas 4.4 and 4.5 as well as (4.10) below apply; we also require r > 2k/η in order
to apply Proposition 4.1.

Using elementary probability in the �rst step, and then Lemma 4.4 as well as (4.3)
and (4.4) in the second, we have

P(0)
ON,M [R ∣F and X =X] ≥ P(0)

ON,M [F ∣R and X =X]P(0)
ON,M [R ∣X =X]

≥ cnm0 P(0)
ON,M [A(S,n, k)].

Applying now Lemma 4.5, we deduce that

P0,1
Z×[−r,2r][[0, ⌊δr⌋] × {0}

h≥c0k−2 in Z × [0, r]
←ÐÐÐÐÐÐÐÐÐÐ→ Z × {r}] ≥ c

6
0

2
P(0)
ON,M [A(S,n, k)]

6
nm . (4.8)

Observe that the left-hand side does not depend on M and N , while the right-hand one
does. Recall next that our choice of the parameter α = ηk/r (and the relation r > 2k/η)
was matched for applying Proposition 4.1, which gives

P(0)
ON,M [A(S,n, k)] ≥ exp (NM(fc(α) − fc(0)) + o(NM))

as M → ∞ and then N → ∞. Applying this and the de�nitions (4.2) of m and n, the
factor on the right-hand side of (4.8) becomes

P(0)
ON,M [A(S,n, k)]

6
nm ≥ exp (6ηr2(fc( kηr) − fc(0)) + o(1)) . (4.9)

For the left-hand side of (4.8), we apply Theorem 3.1 (recall that δ was chosen so that it
applies) to deduce that there exist absolute constants c1,C1 > 0 such that

( 1
c1
P0,1

Λ12r
[Oh≥c1k(6r,12r)])1/C1 ≥ P0,1

Z×[−r,2r][[0, ⌊δr⌋] × {0}
h≥c0k−2 in Z × [0, r]
←ÐÐÐÐÐÐÐÐÐÐ→ Z × {r}],

(4.10)

for all k > k0(c0, c1) large enough.
Injecting (4.9) and (4.10) into (4.8), we get that for suitable absolute constants c,C > 0,

P0,1
Λ12r

[Oh≥ck(6r,12r)] ≥ c exp (C r2[fc( kηr) − fc(0)]).

This �nishes the proof. ◻
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4.3 Proof of Theorem 1.4

Observe �rst that by inclusion of events, it su�ces to prove the claim when k is larger
than some constant. Second, by height shift and (CBC),

PξD[Oh≥k(n,2n)] = Pξ+`D [Oh≥k+`(n,2n)] ≥ P0,1
D [Oh≥k+`(n,2n)],

so, by adjusting k, it su�ces to prove the claim for ξ = {0,1}. Third, observe that by
Corollary 2.7 (or Proposition 2.6 if the conditions ξ and {0,1} above were only imposed
on a subset of ∂D), when D ⊃ Λ2n, we have

P0,1
D [Oh≥k(n,2n)] ≥ 1

2P
0,1
Λ2n

[Oh≥k+2(n,2n)].

Thus, (adjusting k again) it su�ces to prove claim for the D = Λ2n. We thus turn to
proving the claim for k large enough, ξ = {0,1}, and D = Λ2n.

Fix now c ∈ [1,2] and k large enough for Theorem 1.7 to apply. Let η, c,C > 0 and
C0 > 0 be the constants appearing in Theorem 1.7 and (1.2), respectively. Applying (1.3)
and (1.2) gives

P0,1
Λ12r

[Oh≥ck(6r,12r)] ≥ c exp [Cr2(fc( kηr) − fc(0))] ≥ c exp [ −CC0k
2/η2] > 0.

This directly implies the claim when n = 6r is a multiple of 6. For general n, let n′ be the
smallest multiple of 6 with n′ ≥ n. Note that under P0,1

Λ2n′
, we necessarily have h ≤ 11 on

∂Λ2n. Thus, by (SMP) and (CBC), we have

P0,1
Λ2n′

[Oh≥k+10(n′,2n′)] ≤ P10,11
Λ2n

[Oh≥k+10(n′,2n)] ≤ P0,1
Λ2n

[Oh≥k(n,2n)],

where the second step used a shift of boundary conditions and inclusion of events. This
concludes the proof. ◻

5 Logarithmic bounds on variance of height functions

Throughout this section, we restrict our attention to the six-vertex model with 1 ≤ c ≤ 2.

5.1 Lower bounds

5.1.1 Proof of the lower bound in Corollary 1.5

The proof will be based on the following quantity:

vn ∶= min
ξ∶∂Λn→{−1,0,+1}

EξΛn[h(0)
2],

where the minimum is taken over all functions ξ ∶ ∂Λn → {−1,0,+1} that take odd values
on odd faces and even on even faces (all such ξ are admissible boundary conditions).

Lemma 5.1 Fix c ∈ [1,2]. There exist R ≥ 1 such that for every n large enough

vRn ≥ vn + 1.

Before proving this lemma, let us explain how it implies the lower bound in Corol-
lary 1.5.
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Proof of the lower bound in Corollary 1.5 We will suppose hereafter that x = 0.
Let D be a discrete domain D containing the box Λn and ξ be some boundary condition
on ∂D with ∣ξ∣ ≤ `. Using (CBC) and ∣Eξ+`D [h(0)]∣ ≤ 2` (by Corollary 2.3), we get that

VarξD[h(0)] = Varξ+`D [h(0)] ≥ Eξ+`D [h(0)2] − 4`2. (5.1)

Now, ξ + ` is of de�nite sign and we may apply (CBC-|h|) and (FKG-|h|) to �nd

VarξD[h(0)] ≥ E0,1
D [h(0)2] − 4`2 ≥ E0,1

D [h(0)2 ∣ ∣h∣ ≤ 1 on D ∖Λn] − 4`2.

By the spatial Markov property, the last expectation value above is an average of quantities
EξΛn[h(0)

2] over boundary conditions ξ with values in {−1,0,1}. As such, it is bounded
from below by vn.

It is an immediate consequence of Lemma 5.1 that vn ≥ c logn for some constant c > 0
and all n ≥ 1. Since n may be chosen as the distance from 0 to ∂D, this concludes the
proof. ◻

The rest of the section is dedicated to proving Lemma 5.1. We start by stating a
consequence of Theorem 1.4 which may also be of independent interest.

For integersN ≥ n > 0, recall thatA(n,N) ∶= ΛN∖Λn andOh≥k(n,N) (resp.O∣h∣≥k(n,N))
is the event that there exists a path of h ≥ k (resp. ∣h∣ ≥ k) in A(n,N) forming a circuit
around 0.

Lemma 5.2 Fix c ∈ [1,2]. For every k ≥ 0, there exist c,C,n0 > 0 such that for all
N/2 ≥ n > n0,

P0,1
ΛN

[O∣h∣≥k(n,N)] ≥ 1 −C(n/N)c.

The necessity of the lemma comes from the fact that for the proof of Lemma 5.1, it
does not su�ce to show that circuits of a given height occur with positive probability
in annuli (which is the conclusion of Theorem 1.4); we need circuits to occur with high
probability, when the ratio between the inner and outer radii of the annulus is large.

Proof Let us denote P0,1
N ∶= P0,1

ΛN
for simplicity. Below, we show by induction that there

exists δ = δ(k) > 0 that for every n > n0(k) and i ≥ 1,

P0,1
2in

[O∣h∣≥k(n,2in)c] ≤ (1 − δ)i. (5.2)

The claim for N = 2in then directly follows from (5.2). To treat general 2in ≤ N < 2i+1n,
compute

P0,1
N [O∣h∣≥k(n,N)] ≥ P0,1

N [O∣h∣≥k(n,2in)] (by inclusion)

≥ P0,1
N [O∣h∣≥k(n,2in) ∣ ∣h∣ ≤ 1 on ∂Λ2in] (by (FKG-|h|))

≥ min
ξ∶∂Λ2in→{0,±1}

Pξ+2
2in

[O∣h∣≥k+2(n,2in)] (by (SMP))

≥ P0,1
2in

[O∣h∣≥k+2(n,2in)] (by (CBC-|h|)),

and the claim follows from the case of N = 2in by adjusting k. We thus turn to the proof
of (5.2).
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For i = 1, using the inclusion of events in the �rst inequality, Theorem 1.4 implies that
for n > n0,

P0,1
2n [O∣h∣≥k(n,2n)] ≥ P0,1

2n [Oh≥k+2(n,2n)] ≥ δ

for some constant δ > 0 depending on k only, and which we now �x. Let us now assume
that (5.2) holds true for i−1 and then prove it for i. By inclusion of events and conditioning,
we get

P0,1
2in

[O∣h∣≥k(n,2in)c] ≤ P0,1
2in

[O∣h∣≥k(2n,2in)c ∩O∣h∣≥k(n,2n)c]

= P0,1
2in

[O∣h∣≥k(2n,2in)c] P
0,1
2in

[O∣h∣≥k(n,2n)c ∣O∣h∣≥k(2n,2in)c]
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

P

.

Using the inductive hypothesis, it thus su�ces to show that P ≤ 1 − δ. Now, since
O∣h∣≥k(2n,2in)c depends only on ∣h∣ on A(2n,2in), one may further condition on the

precise value of ∣h∣ in A(2n − 1,2in) ⊃ A(2n,2in). The measure thus obtained involved
only conditioning on ∣h∣, except on ∂Λ2in, where we have h ∈ {0,1}. We can therefore use
FKG for ∣h∣ to deduce that

P ≤ P0,1
2in

[O∣h∣≥k(n,2n)c ∣ ∣h(x)∣ ≤ 1,∀x ∈ A(2n − 1,2in)]

≤ P0,1
2in

[Oh≥k(n,2n)c ∣ ∣h(x)∣ ≤ 1,∀x ∈ A(2n − 1,2in)]

≤ P0,−1
2n [Oh≥k(n,2n)c]

= 1 − P0,1
2n [Oh≥k+2(n,2n)]

≤ 1 − δ,

where the additional manipulations were based on inclusion of events, spatial Markov
property and comparison of boundary conditions, shift of boundary conditions, and our
choice of δ above, respectively. ◻

Proof of Lemma 5.1 Fix k = 4 and let R > 1 be such that

P0,1
ΛRn

[O∣h∣≥k(n,Rn)] ≥ 1/2, (5.3)

for all n large enough.
Fix n ≥ 1 large enough for (5.3) to hold and let ξ be a boundary condition on ∂ΛRn

taking values in {−1,0,1} that minimises EξΛRn[h(0)
2]. By symmetry, we may choose ξ

so that EξΛRn[h(0)] ≤ 0. Then, we have

vRn = EξΛRn[h(0)
2] ≥ EξΛRn[(h(0) + 2)2] − 4

= Eξ+2
ΛRn

[h(0)2] − 4

≥ E0,1
ΛRn

[h(0)2] − 4, (5.4)

where the last step used (CBC-|h|).
Hereafter we focus on bounding E0,1

ΛRn
[h(0)2]. We have

E0,1
ΛRn

[h(0)2] = E0,1
ΛRn

[h(0)2
1O

∣h∣≥k(n,Rn)] +E0,1
ΛRn

[h(0)2
1O

∣h∣≥k(n,Rn)c], (5.5)

and we will bound separately the two terms on the right-hand side of the above.
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If O∣h∣≥k(n,Rn) occurs, let Γ be the outer-most circuit with ∣h∣ ≥ k around ΛRn. Write
D for the random domain formed of the faces on or surrounded by Γ. Notice that D is
measurable in terms of the values of ∣h∣ on Γ = ∂D and Dc. As such, the measure in D is
PζD, with ζ taking values either k and k + 1 or −k and −k − 1. Thus

E0,1
ΛRn

[h(0)2
1O

∣h∣≥k(n,Rn)] =∑
D′

Ek,k+1
D′ [h(0)2]P0,1

ΛRn
[D =D′]

=∑
D′

E0,1
D′ [(h(0) + k)2]P0,1

ΛRn
[D =D′]

≥ k2P0,1
ΛRn

[O∣h∣≥k(n,Rn)] +∑
D′

E0,1
D′ [h(0)2]P0,1

ΛRn
[D =D′]

≥ (k2 + vn)P0,1
ΛRn

[O∣h∣≥k(n,Rn)]. (5.6)

In the �rst equality, we used the symmetry h↔ −h and in the �rst inequality the positivity
of E0,1

D′ [h(0)] (see Corollary 2.3). In the last inequality, we used (FKG-|h|) to bound

E0,1
D′ [h(0)2] by vn, in the same way as after (5.1).
We turn to the second term of (5.5). This term is an average of quantities of the type

E0,1
ΛRn

[h(0)2 ∣ ∣h∣ = ζ on Λcn], where ζ runs through all values of ∣h∣ outside Λcn such that
O∣h∣≥k(n,Rn) fails. Notice that by (FKG-|h|), for any such ζ,

E0,1
ΛRn

[h(0)2 ∣ ∣h∣ = ζ on Λcn] ≥ E0,1
ΛRn

[h(0)2 ∣ ∣h∣ = 0 or 1 on Λcn] ≥ vn.

In conclusion,

E0,1
ΛRn

[h(0)2
1O

∣h∣≥k(n,Rn)c] ≥ vnP
0,1
ΛRn

[O∣h∣≥k(n,Rn)c]. (5.7)

Inject now (5.6) and (5.7) into (5.5), then use (5.4) to conclude that

vRn ≥ vn + k2 P0,1
ΛRn

[O∣h∣≥k(n,Rn)] − 4.

Due to (5.3) and the fact that k = 4, the right hand side is larger than vn + 1. ◻

5.1.2 Proof of the lower bound in Theorem 1.1

Fix N and x, y ∈ F (TN). Fix a representative of the equivalence class of each homomor-
phism by setting h(x) = 0. Using the FKG inequality for ∣h∣ (recall that it does indeed
hold for the balanced six-vertex model on the torus) we �nd

E(bal)
TN [(h(y) − h(x))2] = E(bal)

TN [h(y)2∣h(x) = 0]

≥ E(bal)
TN [h(y)2 ∣ ∣h(u)∣ ≤ 1 for every u ∉ Λ⌊d(x,y)/2⌋(y)]

≥ min
∣ξ∣≤1

EξΛ
⌊d(x,y)/2⌋

[h(y)2]

≥ c log(d(x, y)/2).

In the second inequality we used the spatial Markov property and in the third Lemma 5.1.
The lower bound of Theorem 1.1 may be obtained by adapting the constant c.
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5.2 Upper bounds

In this section we prove the logarithmic upper bounds for the variance of Corollary 1.5
and Theorem 1.1. We start in Section 5.2.1 with the upper bound of Corollary 1.5 for
simply-connected domains. The case of the torus (Theorem 1.1) is very similar to that
of simply connected domains, but with additional technical di�culties. We sketch it in
Section 5.2.2. Finally, the case of non simply-connected domains follows easily from the
result on the torus, as shown in Section 5.2.3.

5.2.1 The upper bound of Corollary 1.5 for simply-connected domains

We start by de�ning the counterpart of the quantity vn of Section 5.1.1. For n ≥ 1, set

wn ∶= sup
∂D∩Λn≠∅

E0,1
D [h(0)2],

where the supremum is taken over simply-connected discrete domains D with ∂D∩Λn ≠ ∅.

Lemma 5.3 Fix c ∈ [1,2]. There exists C > 0 such that for all n ≥ 1,

w2n ≤ wn +C. (5.8)

Let us show how the above implies the upper bound in Corollary 1.5 for simply-
connected domains.

Proof of the upper bound in Corollary 1.5 for simply-connected domains We
may assume x = 0. Fix a simply connected domain D containing 0 and a boundary
condition ξ with ∣ξ∣ ≤ `. Let n be the distance from 0 to Dc. We have

VarξD(h(0)) = VarξD(h(0) + `) ≤ EξD[(h(0) + `)2] = Eξ+`D [h(0)2].

Then, (CBC-|h|) and Corollary 2.3 imply that

Eξ+`D [h(0)2] ≤ E2`,2`−1
D [h(0)2] ≤ Var2`,2`−1

D (h(0)) + 4`2 = Var0,1
D (h(0)) + 4`2 ≤ wn + 4`2.

Finally, it is a direct consequence of Lemma 5.3 that wn ≤ C logn for some constant C
and n ≥ 2 and the claim thus follows from the previous two displayed equations. ◻

To prove Lemma 5.3, we will use the following result which may also be of independent
interest.

Lemma 5.4 Fix c ∈ [1,2]. There exist c,C > 0 such that for all k and n and any simply
connected domain D containing Λn but not Λ2n,

P0,1
D [∂D

∣h∣≤k
←Ð→ Λn] ≥ 1 −Ce−ck. (5.9)

Remark 5.5 It is useful to adopt the dual view of Remark 3.2 to Lemma 5.4: equivalently

P0,1
D [O×∣h∣≥k+1(n)] ≤ Ce

−ck,

where O×∣h∣≥k+1(n) denotes the event that there exists a ×-circuit of ∣h∣ ≥ k + 1 in D that
winds around Λn.
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Figure 16: The event Q = Q is determined by the value of h on D ∖Q. For z as above,
any circuit disconnecting ∂D from Λn must cross the annulus A(n,2n) + z from inside to
outside. By duality, any circuit in Λ2n(z) surrounding Λn(z) induces a crossing between
∂Q and Λn.

Proof First, by the union bound and (CBC)

P0,1
D [O×∣h∣≥k(n)] ≤ P0,1

D [O×h≥k(n)] + P0,1
D [O×h≤−k(n)] ≤ 2P0,1

D [O×h≥k(n)].

We will prove that for some universal constant c > 0 to be chosen below

P0,1
D [O×h≥2k(n)] ≤ e

−ck, (5.10)

for all k ≥ 0, by induction on k. The statement is trivial for k = 0, and we focus on the
inductive step. Assume that (5.10) holds for some integer k.

When O×h≥2k(n) occurs, let Q be the random discrete domain formed of faces inside
the exterior-most ×-loop of h = 2k, and the faces sharing a corner with this interior. Then,

P0,1
D [O×h≥2k+2(n) ∣ O×h≥2k(n) and Q = Q] = P2k,2k−1

Q [O×h≥2k+2(n)] (5.11)

= P1,2
Q [O×h≥4(n)].

Fix now any z ∈ Z2 on the boundary of Λ2n (viewed as a continuous domain) and not
inside D; such a z exists as D does not contain Λ2n. Remark that any circuit contained
in Q and which surrounds Λn necessarily includes a path between ∂Λn(z) and ∂Λ2n(z) �
see Figure 16. Hence, we have

P1,2
Q [O×h≥4(n)] ≤ P1,2

Q [∂Λn(z)
h≥4←Ð→× ∂Λ2n(z)].

Let R be a simply connected domain such that Q∪Λ2n(z) ⊂ R. Write Oh≤3(A(n,2n)+ z)
for the event that there exists a circuit of faces of height at most 3 in Λ2n(z) that surrounds
Λn(z). By duality (Remark 3.2) and (SMP) we then have

P1,2
Q [∂Λn(z)

h≥4←Ð→× ∂Λ2n(z)] = 1 − P1,2
R [Oh≤3(A(n,2n) + z) ∣h ∈ {1,2} on R ∖Q○],
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where Q○ = Q ∖ ∂Q is the interior of Q. Let ξ be the maximal boundary condition on
∂Λ2n(z) that takes values {1,2} on ∂Λ2n(z)∖Q○, and that is smaller or equal to 6 overall.
Then, by Proposition 2.6 applied to −h,

P1,2
R [Oh≤3(A(n,2n) + z) ∣h ∈ {1,2} on R ∖Q○]

≥ Pξ
Λ2n(z)[Oh≤3(A(n,2n) + z) ∣h ∈ {1,2} on Λ2n(z) ∖Q○].

Observe that the condition of Proposition 2.6 that allows to remove the multiplicative
factor 2 is indeed satis�ed, as any path realising Oh≤3(A(n,2n)+z) must intersect Λ2n(z)∖
Q○. Applying duality on both sides of the previous inequality, we conclude that

P1,2
Q [∂Λn(z)

h≥4←Ð→× ∂Λ2n(z)] ≤ Pξ
Λ2n(z)[∂Λn(z)

h≥4←Ð→× ∂Λ2n(z) ∣h ∈ {1,2} on Λ2n(z) ∖Q○]

≤ Pξ
Λ2n(z)[∂Λn(z)

h≥3←Ð→ ∂Λ2n(z) ∣h ∈ {1,2} on Λ2n(z) ∖Q○].

Using (FKG) and (FKG-|h|), we �nd

Pξ
Λ2n(z)[∂Λn(z)

h≥3←Ð→ ∂Λ2n(z) ∣h ∈ {1,2} on Λ2n(z) ∖Q○]

= Pξ−2
Λ2n(z)[∂Λn(z)

h≥1←Ð→ {∂Λ2n(z) ∩ ξ ≥ 3} ∣h ∈ {−1,0} on Λ2n(z) ∖Q○]

≤ Pξ−2
Λ2n(z)[∂Λn(z)

∣h∣≥1
←Ð→ {∂Λ2n(z) ∩ ξ ≥ 3} ∣ ∣h∣ ≤ 1 on Λ2n(z) ∖Q○]

≤ Pξ−2
Λ2n(z)[∂Λn(z)

∣h∣≥1
←Ð→ {∂Λ2n(z) ∩ ξ ≥ 3}]

= Pξ−2
Λ2n(z)[∂Λn(z)

h≥1←Ð→ ∂Λ2n(z)],

where in the second step, as well as in the last one, we observed that for any path realising
the event for ∣h∣, the sign of h on that path is determined to be + by the boundary
condition. Finally, duality allows us to bound the above as

Pξ−2
Λ2n(z)[∂Λn(z)

h≥1←Ð→ ∂Λ2n(z)] ≤ 1 − P3,4
Λ2n

[O×h≤0(n)] ≤ 1 − P0,1
Λ2n

[Oh≥4(n)] ≤ e−c,

where c > 0 is independent of n and is generated by Theorem 1.4. Summarizing the chain
of inequalities starting from (5.11), we have

P0,1
D [O×h≥2k+2(n) ∣ O×h≥2k(n) and Q = Q] ≤ e−c

for all Q. Using the induction hypothesis and averaging over Q, we conclude that (5.10)
also holds for k+1, and thus for all k. This implies (5.9) after adjusting the constants. ◻

Proof of Lemma 5.3 Let D be a simply-connected domain such that ∂D ∩ Λ2n ≠ ∅.
De�ne the random variable

K ∶= inf{k ≥ 1 ∶ ∂D
∣h∣≤k
←Ð→ Λn}.

Denote by Ck the connected component of faces with ∣h∣ ≤ k of ∂D, and the ×-circuits
of ∣h∣ = k + 1 bounding them. Then, Ck may be determined by only exploring the faces in
it. Explore CK by revealing C1 then C2, etc, until the �rst cluster that reaches Λn. Write
Ω for the faces in D ∖ CK or sharing a corner with a face in D ∖ CK . Then,

E0,1
D [h(0)2] = ∑

(Q,ζ)
P0,1
D [h(0)2 ∣Ω = Q, h = ζ on CK]P0,1

D [Ω = Q, h = ζ on CK], (5.12)
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where the sum runs over all the possible realizations of (Ω, h∣CK). When 0 /∈ Ω, we have
h(0)2 ≤K2. Fix now (Q, ζ) such that 0 ∈ Ω. Write k for the value of K in the realization
ζ. Then the values of ζ on ∂Q are either k, k + 1, −k or −k − 1. The sign of the boundary
conditions may depend on the connected component of Q, however the quantity of interest,
h(0)2, is invariant under sign �ip. Hence we can as well assume that ζ is positive on ∂Q.
Finally, observe that, due to the de�nition of K, Q necessarily intersects Λn. Then,

E0,1
D [h(0)2 ∣Ω = Q and h = ζ on CK] = Ek,k+1

Q [h(0)2]

= E0,1
Q [(h(0) + k)2]

= E0,1
Q [h(0)2] + 2kE0,1

Q [h(0)] + k2

≤ wn + 2k + k2.

Plugging the above into (5.12), we �nd

E0,1
D [h(0)2] ≤ wn +E0,1

D [2K +K2].

Finally, Lemma 5.4 implies that E0,1
D [2K + K2] ≤ C for some constant C > 0 which is

independent of n or D. This proves (5.8). ◻

5.2.2 The upper bound of Theorem 1.1

Throughout this proof we �x c and N , and operate on the torus TN =∶ T. For B ⊂ F (T),
denote

E0,1
Bc[ ⋅ ] = E(bal)

T [ ⋅ ∣ h∣B ∈ {0,1}].

For u ∈ F (T) and 1 ≤ n ≤ N/2, write Λn(u) for the lift of Λn to T, translated so that it is
centered at the bottom-left corner of u.

Let x, y ∈ F (T) be the faces appearing in the statement. Due to the triangular inequal-
ity, it su�ces to prove the bound for d(x, y) ≤ N/16, and we will assume this henceforth.
Write d = d(x, y) and for simplicity assume that d is a power of 2 (small adaptations allow
to overcome this assumptions).

In analogy to Section 5.2.1, for n ≤ N/4, de�ne

wn ∶= sup{E0,1
Bc[h(x)

2] ∶ B ⊂ F (T) connected, intersecting Λn(x), with diameter ≥ 4n }
un ∶= sup{E0,1

Bc[h(x)
2] ∶ B ⊂ F (T) connected, containing y, and intersecting ∂Λn(y)}.

The result below controls the growth of wn and un, similarly to Lemma 5.3 in the previous
section.

Lemma 5.6 Fix c ∈ [1,2]. There exists C > 0 such that for all N and all x, y ∈ TN with
d(x, y) ≤ N/16, we have

w2n ≤ wn +C for all n ≤ N/8, (5.13)

un ≤ u2n +C for all n ≤ N/8, (5.14)

u4d ≤ wd. (5.15)

Before outlining the proof of this lemma, let us see how it implies the upper bound of
Theorem 1.1.
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Proof of the upper bound of Theorem 1.1 By the de�nition of u1, we have

E(bal)
TN [(h(x) − h(y))2] ≤ u1

(5.14)
≤ u4d +C log 4d

(5.15)
≤ wd +C log 4d

(5.13)
≤ w1 + 2C log 4d.

Since w1 ≤ 2, the desired bound is attained. ◻

Proof outline for Lemma 5.6: The relations (5.13) and (5.14) are proved in the same
way as in Lemma 5.3 and hinge on the following two statements (which correspond to
Lemma 5.4).

� There exist c,C > 0 such that for all k and n ≤ N/8 and any B ⊂ F (T) connected,
intersecting Λ2n(x) and with diameter at least 8n,

P0,1
Bc[B

∣h∣≤k
←Ð→ Λn(x)] ≥ 1 −Ce−ck.

� There exist c,C > 0 such that for all k and n ≤ N/8 and any B ⊂ F (T) connected,
with y ∈ B and intersecting ∂Λn(y),

P0,1
Bc[B

∣h∣≤k
←Ð→ ∂Λ2n(y)] ≥ 1 −Ce−ck.

Both of these statements are proved in the same way as Lemma 5.4.
Finally (5.15) follows directly from the de�nition of un and wn, since any set appearing

in the supremum de�ning u4d also appears in that de�ning wd. ◻

5.2.3 The upper bound of Corollary 1.5 for arbitrary domains

Fix a �nite planar domain D, a face x of D, and a boundary condition ξ on ∂D with ∣ξ∣ ≤ `
for some `. By two trivial steps and then (CBC-|h|)

VarξD(h(x)) = Varξ+`D (h(x)) ≤ Eξ+`D [h(x)2] ≤ Eζ+2`
D [h(x)2] = Varζ+2`

D (h(x)) +Eζ+2`
D [h(x)]2,

for any boundary conditions ζ taking values −1, 0 and 1, and with the same parity as ξ+`.
Let ±ζ be the condition minimizing EζD[h(x)2], with the sign chosen so that EζD[h(x)] ≤ 0;
whence, by Corollary 2.3 and the above, we have

VarξD(h(x)) ≤ VarζD(h(x)) + 4`2.

Let y be the even face of ∂D closest to x; note that thus d(x, y) ≤ d(x, ∂D) + 1.
Furthermore, embed D in the torus TN for some N larger than twice the diameter of D,

and for E(bal)
TN normalize height functions by h(y) = 0. Using the choice of ζ above and the

embedding of D in TN , we have

VarζD(h(x)) ≤ E(bal)
TN [h(x)2 ∣ ∣h∣ ≤ 1 on ∂D]

≤ E(bal)
TN [h(x)2 ∣h(y) = 0] by (FKG-|h|)

= E(bal)
TN [(h(x) − h(y))2].

By Theorem 1.3, the latter is bounded by C log dTN (x, y), where dTN (x, y) is the distance
between x and y, when embedded in the torus. Notice however that, due to our choice of
N and y, dTN (x, y) = d(x, y) ≤ d(x, ∂D) + 1. The claim follows by adjusting C. ◻
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A Proofs of the statements in Section 2.2

A.1 Preliminaries

In this preliminaries, we recall the classical Holley criterion, and also draw a connection
between our model and the Ising model.

A.1.1 Holley and FKG criteria

Fix some discrete domain D and µ and µ′ denote two probability measures on HD. We say
that µ′ stochastically dominates µ, denoted µ ≤st µ′, if there exists a probability measure ν
on (h,h′) ∈HD×HD such that the �rst and second marginal distributions are respectively
µ and µ′, and ν[h ⪯ h′] = 1. Note that if µ ≤st µ′, then, for all increasing F ∶HD → R,

µ[F (h)] ≤ µ′[F (h)].

We say that µ is irreducible if for any two h,h′ ∈ HD with µ[h] > 0 and µ[h′] > 0,
there exists a �nite sequence of height functions h = h0, h1, . . . , hm = h′, such that for every
1 ≤ i ≤m, µ[hi] > 0 and hi di�ers from hi−1 on one face only.

We now recall the classical Holley and FKG criteria. For details see the extensive
discussion of these criteria in [28].

Lemma A.1 (Holley's criterion) Consider two measures µ and µ′ such that

� µ and µ′ are irreducible,
� there exists h ⪯ h′ ∈HD such that µ[h] > 0 and µ′[h′] > 0,
� for every face x ∈ D, every k ∈ Z, µ-almost every χ ∈ HD∖{x}, and µ′-almost every
χ′ ∈HD∖{x} with χ ⪯ χ′,

µ[h(x) ≥ k ∣ h∣D∖{x} = χ] ≤ µ′[h(x) ≥ k ∣ h∣D∖{x} = χ′], (A.1)

then µ ≤st µ′.

Lemma A.2 (FKG criterion) Suppose that µ is irreducible. If for every face x ∈ D,
every k ∈ Z, and µ-almost every χ ∈HD∖{x} and χ′ ∈HD∖{x} with χ ⪯ χ′,

µ[h(x) ≥ k ∣ h∣D∖{x} = χ] ≤ µ[h(x) ≥ k ∣ h∣D∖{x} = χ′], (A.2)

then for all increasing functions F,G ∶HD → R,

µ[F (h)G(h)] ≥ µ[F (h)]µ[G(h)].
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A.1.2 Signs of six-vertex height functions and the Ising model

Let D be a discrete domain and H ∈ HD be non-negative. Let G = G(H) = (V,E) be
the following (multi-)graph: the vertices V are labelled by the clusters of H > 0 on the
graph D; between any two vertices u, v ∈ V place as many edges as there are vertices of D
that are adjacent to a face in each of the clusters corresponding to u and v. Notice that
any vertex of D that corresponds to an edge of G necessarily has two adjacent faces for
which H = 0. For v ∈ V , the sign of any height function h ∈HD with ∣h∣ =H is constant on
the cluster of H > 0 associated with v. We denote this sign as σh(v), yielding a function
σh ∶ V → {±1}.

De�ne the Ising model on G via the following weights WIsing and probability measure
PIsing: for σ ∈ {±1}V ,

WIsing,H(σ) ∶= ∏
e=⟨u,v⟩∈E

c1[σ(u)=σ(v)],

PIsing,H[σ] ∶= 1
ZWIsing,H(σ).

Lemma A.3 Let h,H ∈HD satisfying ∣h∣ =H. Then, in the above notation

W6V (h) = cN(H)WIsing,H(σh),

where N(H) is the number of type 5�6 vertices of D in H that are not edges of G.

Proof Any type 5�6 vertex of h is also a type 5�6 vertex in H. Conversely, any type
5�6 vertex of H which does not correspond to an edge of G is also a type 5�6 vertex in h.
The other type 5�6 vertices of H however may correspond to either type 1�4 or type 5�6
vertices of h, depending on the choice of the signs in h of the two clusters of H > 0 meeting
there. Indeed, they are of type 5�6 only if the two clusters have same sign. We deduce
that

W6V (h) ∶= cN(H) ∏
e=⟨u,v⟩∈E

c1[σh(u)=σh(v)] = cN(H)WIsing,H(σh).

◻

Let now H,H ′ ∈ HD be two height functions with H ′ ≥ H ≥ 0. Let G′ = (V ′,E′) =
G(H ′). Note that every cluster of H > 0 is thus contained in a unique cluster of H ′ > 0.
Let π ∶ V → V ′ be the projection corresponding to this inclusion, and de�ne also the
preimage map π−1 of this projection, from V ′ to subsets of V .

Lemma A.4 Condition the Ising model PIsing,H on G on the event that σ(⋅) is constant
on π−1(v) for every v ∈ V ′; then the law of σ ○ π−1 (this is a slight abuse of notation) is
PIsing,H′ .

Proof Consider an edge e′ = ⟨u′, v′⟩ ∈ E′ corresponding to a local con�guration of H ′

given by 0 1
1 0 or 1 0

0 1 . Since 0 ≤ H ⪯ H ′, H has the same local con�guration, and thus e′

corresponds to a unique edge e ∈ E, where furthermore e = ⟨v, u⟩ satis�es π(v) = v′ and
π(u) = u′. We denote this injective map by ι ∶ E′ → E. We claim that the restriction of ι
is a bijection

ι ∶ {e′ = ⟨u′, v′⟩ ∈ E′ ∶ u′ ≠ v′}Ð→ {e = ⟨u, v⟩ ∈ E ∶ π(u) ≠ π(v)}
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(we use a slight abuse of notation and write ι for the restriction as well). Indeed, �rst,
for e′ = ⟨u′, v′⟩ ∈ E′ with u′ ≠ v′ the image ι(e′) = ⟨v, u⟩ satis�es π(v) = v′ and π(u) = u′,
so π(u) ≠ π(v). Second, given e = ⟨u, v⟩ ∈ E, the additional condition π(u) ≠ π(v) implies
that the local con�guration 0 1

1 0 or 1 0
0 1 of H corresponding to e must be the same in H ′.

Hence, there exists e′ ∈ E′, labelled by this local con�guration of H ′, that maps ι(e′) = e.
This proves the bijectivity, as ι is by construction injective.

Suppose now that σ(⋅) is constant on π−1(v) for every v ∈ V ′. Compute

WIsing,H(σ) = ∏
e=⟨u,v⟩∈E

c1[σ(u)=σ(v)]

= ( ∏
e=⟨u,v⟩∈E
π(u)=π(v)

c)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
K(H,H′)

× ∏
e=⟨u,v⟩∈E
π(u)≠π(v)

c1[σ(u)=σ(v)]

=K(H,H ′) × ∏
e′=⟨u′,v′⟩∈E′

u′≠v′

c1[σ○π
−1(u′)=σ○π−1(v′)]

=K(H,H ′)c−#{loop edges of E′}WIsing,H′(σ ○ π−1),

where in the third equality we re-labeled the product using the bijection ι, and used the
observation that for an edge ⟨u′, v′⟩ ∈ E′ in the new labeling, the corresponding ⟨u, v⟩ ∈ E,
for which ι(⟨u, v⟩) = ⟨u′, v′⟩, satis�es u ∈ π−1(u′) and v ∈ π−1(v′). The claimed equality of
distributions now follows from the previous displayed equation. ◻

A.2 Proof of (FKG) and (CBC)

We will check the assumption of Lemma A.1 for µ = PξD and µ′ = Pξ
′

D where ξ ⪯ ξ′. In
the special case when ξ = ξ′, the assumptions of Lemma A.1 become those of Lemma A.2.
These two lemmas then directly imply (CBC) and (FKG), respectively.

We start by showing the irreducibility of PξD. Consider two height functions h,h
′ which

are admissible for PξD. It is easy to check that their point-wise maximum h ∨ h′ is also
admissible. Thus, it su�ces to consider the case h ⪯ h′, which is what we do next.

Assuming that h ≠ h′, the function h′ − h has at least one face of strictly positive
value. Write m ∶= max{h′(z) − h(z) ∶ z ∈ D} and let x be a face of maximal h′-value
among the faces z with h′(z) − h(z) = m. By this maximality, one readily deduces that
h′ takes values h′(x) − 1 on all faces adjacent to x. Thus, the function h1 which is equal
to h′ on D ∖ {x} and equal to h′(x) − 2 at x is also admissible. Applying repeatedly this
type of modi�cation, we construct a decreasing sequence of admissible height functions
h′ = h1, . . . , hm = h, with hi+1 di�ering from hi at only one face. In conclusion PξD is
irreducible. (The monotonicity is unimportant here, but crucial when repeating the same

argument for absolute values.) The same holds for Pξ
′

D.
To check the second condition of Lemma A.1, let h and h′ be arbitrary admissible height

functions for PξD and Pξ
′

D, respectively. Then, the point-wise minimum and maximum h∧h′

and h ∨ h′ are also admissible height functions for PξD and Pξ
′

D, respectively. These two
height functions satisfy the second condition of Lemma A.1.

We now check (A.1). Let χ and χ′ as in the assumption of Lemma A.1. Let Nx be
the set of faces of D adjacent to x in D (there are between 2 and 4 of them). Let m ∶=
miny∈Nx χ(y), M ∶= maxy∈Nx χ(y), and m′,M ′ similarly de�ned for χ′. By assumption,
we have that m ≤m′ and M ≤M ′.
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Moreover since χ and χ′ are admissible, we haveM ∈ {m,m+2} andM ′ ∈ {m′,m′+2}.
If M = m + 2, then h(x) = m + 1 with PB,ξD [⋅∣h∣D∖{x} = χ]- probability 1. Otherwise
h(x) ∈ {m − 1,m + 1}. As a consequence, if either M >m and M ′ >m′, then (A.1) holds
trivially. The same is true when m =M <m′ =M ′.

The only remaining case is when m = m′ =M =M ′. In this case, for both measures,
we know that h(x) ∈ {m − 1,m + 1}, and it thus remains to show that

PB,ξ
′

D [h(x) =m + 1 ∣ h∣D∖{x} = χ′] ≥ PB,ξD [h(x) =m + 1 ∣ h∣D∖{x} = χ].

Let N×
x be the set of faces in D ∖ {x} that share a corner with x. On N×

x , χ takes a value
in {m − 1,m,m + 1}. De�ne n− = #{y ∈ N×

x , χ(y) =m − 1}, n+ = #{y ∈ N×
x , χ(y) =m + 1}

and n′−, n
′
+ similarly for χ′. By computing the weights of the di�erent height functions

extending χ, we get

PB,ξD [h(x) =m + 1 ∣ h∣D∖{x} = χ] =
cn+

cn+ + cn−
,

PB,ξ
′

D [h(x) =m + 1 ∣ h∣D∖{x} = χ′] =
cn

′

+

cn
′

+ + cn
′

−

.

Observe that the assumption χ ⪯ χ′ implies n+ ≤ n′+ and n− ≥ n′−, and as c ≥ 1, we thus
deduce (A.1) in this case as well. ◻

A.3 Proof of (FKG-|h|) and (CBC-|h|)

As before, we focus on proving the three properties of Lemma A.1 for the laws µ and µ′

of ∣h∣ under PξD and Pξ
′

D.

For irreducibility, observe that, since ξ ⪰ 0, PξD[∣h∣ =H] > 0 if and only if PξD[h =H] > 0.

The irreducibility of the law of ∣h∣ follows from that of PξD. The same holds for Pξ
′

D. The
second property of Lemma A.1 for ∣h∣ is derived in a similar way from that for the law
of h.

Finally, let us prove (A.1). Fix 0 ≤ χ ⪯ χ′. Let Nx be as in the proof of Proposition 2.2.
Let m ∶= miny∈Nx χ(y), M ∶= maxy∈Nx χ(y), and m′,M ′ similarly for χ′. Then, m′ ≥m ≥ 0
and M ′ ≥M ≥ 0. Identically to the proof of Proposition 2.2, one can show that the only
non trivial case is m = m′ = M = M ′, which we now assume is the case. We divide the
proof in three cases depending on whether the common value m = m′ =M =M ′ is equal
to 0, 1 or larger than or equal to 2.

If m = 0, then we must have ∣h(x)∣ = 1 under both measures, and we therefore have
nothing to prove.

Suppose now that m ≥ 2. As in the proof of Proposition 2.2, let N×
x be set of faces

sharing a corner with x and n− ∶= #{y ∈ N×
x ∶ χ(y) =m−1}, n+ ∶= #{y ∈ N×

x ∶ χ(y) =m+1}
and n′−, n

′
+ similarly for χ′. Given that χ and χ′ only take values in {m − 1,m,m + 2},

the sign of h is constant on N×
x . In particular, the types of the vertices at the corners of

the square x only depend on the absolute value ∣h∣, not on the sign of h. One can thus
directly compute the weights of the di�erent possible con�gurations of h and obtain

PξD[∣h(x)∣ =m + 1 ∣ ∣h∣D∖{x}∣ = χ] =
cn+

cn+ + cn−
,

Pξ
′

D[∣h(x)∣ =m + 1 ∣ ∣h∣D∖{x}∣ = χ′] =
cn

′

+

cn
′

+ + cn
′

−

.

As in the proof of Proposition 2.2, χ ⪯ χ′ implies n+ ≤ n′+ and n− ≥ n′−, which in turn
implies (A.1) since c ≥ 1.
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There remains the case where m = 1, which is the core of the proof and for which we
use the connection to the Ising model mentioned in Section A.1.2. In this case, there are
only two possible values for ∣h(x)∣, namely 0 and 2. We wish to show

PξD[∣h(x)∣ = 2 ∣ ∣h∣D∖{x}∣ = χ] ≤ Pξ
′

D[∣h(x)∣ = 2 ∣ ∣h∣D∖{x}∣ = χ′]. (A.3)

Let H0 ∈HD (resp. H2) be the height functions equal to 0 (resp. 2) at x and coinciding
with χ on D ∖ {x}. De�ne

Z0 = ∑
h∈HD
∣h∣=H0

h≥0 on B

W6V (h) and Z2 = ∑
h∈HD
∣h∣=H2

h≥0 on B

W6V (h). (A.4)

Then

PξD[∣h(x)∣ = 2 ∣ ∣h∣D∖{x}∣ = χ] =
Z2

Z0 +Z2
.

A similar formula is obtained for the �primed� con�gurations. To deduce (A.3), one needs
to show that

Z2/Z0 ≤ Z ′
2/Z ′

0. (A.5)

Now follows a simple but crucial observation. There is an injection T from the height
functions h contributing to Z2 to the height functions h contributing to Z0: simply change
the value ±2 of h(x) to 0. The image of this injection is exactly those h contributing to
Z0 for which in addition h has constant sign18 on Nx. Set n0 ∶= #{y ∈ N×

x ∶ χ(y) = 0}
and n2 ∶= #{y ∈ N×

x ∶ χ(y) = 2}. Under this injection the six-vertex weights become

W6V (T(h)) = cn0−n2W6V (h).

We can thus express Z2 using this up-to-constant weight-preserving injection as

Z2 = cn2−n0 ∑
h∈HD
∣h∣=H0

h≥0 on B
sign(h) cst. on Nx

W6V (h),

and �nally, using (A.4),

Z2/Z0 = cn2−n0PξD[sign(h) cst. on Nx ∣ ∣h∣ =H0]. (A.6)

A similar formula holds for the �primed� con�gurations.
Recall again that c ≥ 1 and that n2 − n0 ≤ n′2 − n′0. Using (A.6) and its �primed�

analogue, we observe that for (A.5) to hold it thus su�ces that

PξD[sign(h) cst. on Nx ∣ ∣h∣ =H0] ≤ Pξ
′

D[sign(h′) cst. on Nx ∣ ∣h′∣ =H ′
0]. (A.7)

Let us now study the conditional probability appearing on the left. Lemma A.3 gives

PξD[sign(h) cst. on Nx ∣ ∣h∣ =H0] = ∑
h∈HD
∣h∣=H0

h≥0 on B
sign(h) cst. on Nx

W6V (h)/ ∑
h∈HD
∣h∣=H0

h≥0 on B

W6V (h)

= ∑
σ∈{±1}V
σ=+1 on B
σ cst. on Nx

WIsing,H0(σ)/ ∑
σ∈{±1}V
σ=+1 on B

WIsing,H0(σ)

= PIsing,H0[σ cst. on Nx ∣ σ = +1 on B].
18And this sign tells whether the preimage takes value +2 or −2 at x, which implies the injectivity.
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where the Ising model is as in Section A.1.2, and by �σ cst. on Nx� we mean that σ is
constant on the vertices of v labeled by clusters of H0 > 0 intersecting Nx; �σ = +1 on B�
should be interpreted analogously.

A similar reasoning together with Lemma A.4 applied to H0 ⪯H ′
0 gives that

Pξ
′

D[sign(h′) cst. on Nx ∣ ∣h′∣ =H ′
0]

= PIsing,H′

0
[σ′ cst. on Nx ∣ σ′ = +1 on B]

= PIsing,H0[σ cst. on Nx ∣ {σ cst. on π−1(v′) for each v′ ∈ V ′} ∩ {σ = +1 on B}].

Plugging the two previous displayed equations in (A.7), we see that it su�ces to show
that

P+[σ cst. on Nx] ≤ P+[σ cst. on Nx ∣ σ cst. on π−1(v′) for each v′ ∈ V ′], (A.8)

where P+ denotes PIsing,H0[ ⋅ ∣σ = +1 on B].
Denote by N the vertices of V that correspond to clusters intersecting Nx, and denote

the sets π−1(v′) by Ui. Equivalently to (A.8), we want to prove

CovP+(1[σ cst. on N],
m

∏
i=1

1[σ cst. on Ui]) ≥ 0.

Now, note that we have

1{σ cst. on A} = ∏
u,v∈A

1 + σuσv
2

= ∑
U⊂A

aU ∏
u∈U

σu,

where aU ≥ 0 for every U ⊂ A. Applying this formula for A = N and A = Ui, we get

CovP+(1[σ cst. on N],
m

∏
i=1

1[σ cst. on Ui]) = ∑
U⊂V

∑
U ′⊂N

aUbU ′CovP+( ∏
u′∈U ′

σu′ , ∏
u′∈U ′

σu) ≥ 0,

where in the last step we observed that aU , bU ′ ≥ 0 and that by Gri�ths' second inequal-
ity [27], each individual covariance term in the sum is non-negative. This �nishes the
proof.
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